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Abstract

The near-Earth magnetic field is due to sources in Earth’s core, ionosphere, magnetosphere, lithosphere, and
from coupling currents bewteen ionosphere and magnetosphere and between hemispheres. Traditionally, the main
field (low degree internal field) and magnetospheric field have been modeled simultaneously, and fields from other
sources modeled separately. Modelling separately can introduce spurious features. A new model, designated CMP3
(Comprehensive Model: Phase 3), has been derived from quiet-time Magsat and POGO satellite measurements and
observatory hourly and annual means measurements as part of an effort to coestimate fields from all of these sources.
The initial phase of this work was reported $abaka and Baldwifil993], and the second phaseliangel et al.

[1996]. In this third phase the model of the dominant sun-synchronus, local time morphology of the ionospheric
field is now supplemented with non-local time modes. Since many ionospheric features follow lines of dip latitude in
equatorial regions and of the auroral oval in polar latitudes, special quasi-dipole (QD) conforming harmonic functions
have been introduced, including terms accounting for seasonal variation and variation with solar activity. The new
model also accounts for low conductivity levels in the low and mid-latitude regions of the nightside ionosphere via
special constraints on the QD functions. Both local and non-local time terms, with seasonal modulations, are included
in a spherical harmonic representation of the field of magnetospheric origin. The dipole terms in this external field
expansion include variation with respect to thg; index in order to account for variations in the intensity of the
ring-current. Because the time varying ionospheric and magnetospheric fields induce currents in the Earth, a transfer
function between the primary and induced fields is introduced under the simplifying assumptianmfen radially

varying conductivity model. The fields produced by coupling currents (both field-aligned and meridional) flowing

in the satellite sampling region have been explicitly modeled under the assumption that they are primarily radial in
direction in the sampling region. This radial current density model, including seasonal variation, is accomplished via
separate toroidal stream function representations of the associated fields at dawn and dusk for Magsat data. Finally,
the internal spherical harmonic expansion is extended to degrée order to account for fields from the Earth’s
lithosphere as measured at satellite altitude. The result of this effort is a model whose fits to the data are generally
superior to previous models and whose parameter states for the various constituent sources are very reasonable.
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1 Introduction

The terrestrial magnetic field is comprised of contributions from many sources. Resolution of these constituent fields is
of primary importance in understanding the physical processes responsible for their existence. This paper is concerned
with the modeling of the field from measurements at Earth’s surface and extending t@atkim in altitude above

that surface, a region that will be referred to as “near-Earth”. Before embarking on this inverse problem, however, a
brief background into the nature of these source phenomena is in order.

1.1 Near-Earth magnetic field contributions

By far the most dominant of near-Earth fields is of core origin, accounting forad9érof the field observed at Earth’s
surface [Langel and Hinzg1998] and ranging in intensity from abok,000 nT at the equator to abot6,000 nT at

the poles. According to geodynamo theory, inductive interactions between the fluid motion of the liquid outer core
and the geomagnetic field not only modify the source current so as to induce secular variation of the field, but sustain
it against long-term decay caused by magnetic diffusion and Ohmic dissipation of the source Sowdrieg 1995].

The solar quiet (Sg) magnetic field variation is a manifestation of an ionospheric current system. Heating at the
dayside and cooling at the nightside of the atmosphere generates tidal winds which drive ionospheric plasma against the
geomagnetic field inducing electric fields and currents in the dynamo region be8@260 km in height. The current
system remains relatively fixed to the Earth-sun line and produces regular daily variations which are directly seen in
the magnetograms of geomagnetic “quiet” days, therefore the name Sqg. On “disturbed” days there is an additional
variation which includes superimposed magnetic storm signatures. Because the geomagnetic field is strictly horizontal
at the dip equator, there is an enhancement of the effective Hall conductivity, called the Cowling conductivity, which
results in an enhanced eastward current, called the equatorial electrojet (EEJ), flowing along the dayside dip equator.
In addition, auroral electrojets (AEJ) flow in the auroral belt and vary in amplitude with different levels of magnetic
activity. The Sq fields are on the order f-50 nT, depending upon component, latitude, season, solar activity, and
time of day; the magnetic signature of the EEJ can be abdQttimes that of Sq; and that of the AEJ can vary widely
from a few10’s nT during quiet periods to several thousand nT during major magnetic storms.

The field originating in Earth’s magnetosphere is due primarily to the ring-current and to currents on the magne-
topause and in the magnetotail. Currents flowing on the outer boundary of the magnetospheric cavity, known as the
magnetopause, cancel the Earth’s field outside and distend the field within the cavity. This produces an elongate tail in
the anti-solar direction within which sheet currents are established in the equatorial plane. Interaction of these currents
with the radiation belts near the Earth produces a ring-current in the dipole equatorial plane which partially encircles
the Earth, but achieves closure via field-aligned currents into and out of the ionosphere. These resulting fields have
magnitudes on the order @b-30 nT near the Earth during magnetically quiet periods, but can increase to several
hundreds of nT during disturbed times.

If displacement currents are neglected, then the current densities associated with these external fields are
solenoidal and therefore must flow along closed circuits. Given the complex nature of the conductivity structure in the
near-Earth region, circuit closure is sometimes achieved through currents which couple the various source regions. At
high latitudes, the auroral ionosphere and magnetosphere are coupled by currents which flow along Earth’s magnetic
field lines (sed”otemrag[1982]). The fields from these field-aligned currents (FAC) have magnitudes that vary with the
magnetic distrubance level. However, they are always present, on the ofet @ nT during quiet periods and up
to several thousand nT during substorms. Fields from these currents have been detected in surface dafaasthe
component of the magnetic field at low latitudes, with difficulty, but are mostly mapped using magnetometers aboard
near-Earth orbiting satellites. There are also currents which couple the Sq currents systems in the two hemispheres
that flow, at least in part, along magnetic field lines. Detection of these has been repo@é&tbj1997a] using
data from the Magsat satellite. The associated magnetic fields are gerérallyor less. Finally, there exists a
meridional current system which is connected to the EEJ with upward directed currents at the dip equator and field-
aligned downward directed currents at low latitudes. Fields from this current system have been detected by magnetic



measurements taken on a rockktusmann and Seilerl978] and from those taken by Magsaddeda et al
1982]. In the latter case, the EEJ coupling currents resulted in fields of abeixnT in the Magsat data at dusk
local time.

The lithosphere is a rheological classification for that outer layer of the Earth which is rigid. It contains regions
whose temperature is below the Curie point of magnetite and other magnetic minerals. As a result, it can have
magnetization that is either induced by the present day ambient field or frozen into the rocks at their last time of
cooling below the Curie temperature, i.e. remanent magnetization. Fields from the lithosphere are of amplitude up to
several thousand nT at the surface and at aircraft altitude and up to3boUtat the satellite altitudes considered in
this paper.

1.2 Earlier modeling efforts

Historically, fields from the various sources have been modeled separately, or at least not all together. Under the
assumption that measurements are aquired in current-free regions, models of the core, magnetospheric, ionospheric,
and lithospheric fields have taken the form of gradients of potential functions, usually in spherical coordinates. The
main field (the “low” degree spherical harmonic contributions from the core and lithosphere) and magnetospheric
field have typically been modeled together as internal and external potentials, respectively. This approach has been
used byLangel and Estefl985a, 1985b] to analyze the Magsat satellite data. They include an external field with
associated induced contribution of spherical harmdiflovhose time variations are proportional to the; index.

Sabaka et al[1997] followed a similar method in modeling secular variation of the long-term magnetospheric field
using measurements from satellites, observatory annual-means, repeat stations, and surveys from land, sea, and air of
the years1900-1995, but with annual averages of tlhe index Mayaud 1972, 1980Rangarajan 1989] as a proxy

for the D,; index, and also with B-spline functions.

Spherical harmonic models of ionospheric fields have generally been produced separately from the other field
contributions using data from magnetic observatories and variometer stations [s@datsgshita and Maedd 965;
Malin, 1973;Winch 1981;Campbel) 1989;0lsen 1997b].Langel and Estefl985a] reported detection of Sq fields
in the data from the POGO satellites. Attempts to model the EEJ affects in satellite data directly have been carried out
by Langel et al.[1993], who first isolate the dip-latitude dependent fields via filtering and then fit with either zonal
harmonics in dipole coordinates or other related empirical functions.

Global models of the lithospheric field are realizable only with satellite data, and have taken the form of various
potential field representations. The usual approach has been to isolate the lithospheric field first by removing estimates
of the main, ionospheric, and magnetospheric fields from the data and then correlating what is believed to be the
remaining signal (sekangel and Hinz¢1998] for details on recommended procedures). Though the exact methods
may deviate from this, some examples of studies of this type can be four#tami-Hamed and Strangwd$985a,
1985b, 1986]Arkani-Hamed et al[1994]; Ravat et al[1995]. A natural alternative is to include higher degree/order
terms in the internal field potential expansion to capture the lithospheric contribufiaimset al.[1984] followed this
procedure in deriving a degree/ord@rinternal field model from Magsat data corrected for both magnetospheric and
ionospheric effects, and laté8chmitz et al[1989] andCain et al.[1989a, 1990] derive even higher degrée §0)
expansions using improved ionospheric data corrections.

Currents at satellite altitude are responsible for the non-potential part of the magnetic field observed by satellites.
Currents which couple the ionosphere with the magnetosphere flow in the ionogphregon at satellite altitude and
therefore produce toroidal magnetic fieldakeda and MaedfL983] modeled the fields due to meridional currents
as anfF'-region dynamo, but perhaps the best global model of the fields from these coupling currents comes from the
work of Olsen[1997a], who represents them as a toroidal stream function expansion within the Magsat sampling shell
under the assumption of radial currents only.



1.3 Comprehensive approach

Each of the studies cited in the previous section enjoy varying degrees of success in their ability to describe the target
source field. They all, however, suffer at some level from the effects of frequency overlap between the spectra of the
various source fields, both in the spatial and temporal domains. That is, frequency range cannot be used to absolutely
distinguish between the spectra, and so bandpass and bandstop filters alone are doomed to either keep some of the
unwanted signal or eliminate some of the signal of interest. Note that this is different from aliasing which is imposed

by sampling intervals and results in signals with frequencies above the Nyquist being overlapped onto those at and
below it [Kanasewich1981].

Evidently, additional information is needed to resolve the source contributions to near-Earth fields in a realistic
manner. One possibility is to consider the radial positions of the various source regions relative to the available
data. Core and lithospheric fields would be internal to both surface and satellite data while the magnetospheric field
would be external. The ionospheric field would be external to surface data, but internal to satellite data. Thus,
surface data could separate ionospheric and magnetospheric from core and lithospheric fields, and satellite data could
separate magnetospheric from core, lithospheric, and ionospheric fields. This suggests that a joint analysis of both
surface and satellite data could theoretically resolve parameterizations of all sources, but only if the parameter set
is treated consistently between data types, which implies that they be coestimated. This simultaneous inversion for
parameters describing all sources will be termed the “comprehensive approach”, and models of this kind could provide
the reference fields needed in more refined studies where source contamination is an issue.

This paper reports on the third in a series of efforts to derive progressively more sophisticated models using the
comprehensive approach. The first phase, reporteshtnpaka and Baldwift993], culminated in a model known as
GSFC(12/93), while the second phase, reportetldngel et al.[1996], culminated in the GSFC(8/95-SgM) model.
These models are based upon magnetically quiet data from the POGO and Magsat spacecraft and observatory annual
and hourly means. Because of their limited scope, the Magsat vector data polewtafit geomagnetic latitude is not
used in order to avoid the auroral field-aligned currents (FAC'’s), while the Magsat dusk data is corrected for the effects
of the EEJ and associated meridional currents. Details of the model parameterizations are given in Section 6.1, but
gualitatively, both include representations of the main field, its secular variation, and the local time (sun synchronus)
modes of the magnetospheric and ionospheric fields; both include ring-current variations through tHe,proggx;
and both include explicit parameterizations for fields induced by the time varying external fields. The GSFC(8/95-
SgM) also includes seasonal variations in the magnetospheric and ionospheric fields.

The scope of the model presented in this paper is much wider and its attention to detail much higher than its prede-
cessors. Being the culmination of the third phase of work along these lines, this model will be designated as “CMP3”
(for “Comprehensive Model: Phase 3”). In the remainder of the paper, a description of the data, parameterization,
and method of estimation leading to the CMP3 model will be given followed by a discussion of the model properties
in terms of inverse theory and physical plausibility. In conclusion, model availability will be discussed and future
directions will be outlined.

2 Data

The accuracy of models derived from inverse problems is intimately related to the quality of the data being analyzed.
Undoubtably the best data to date for purposes of this study comes from the Magsat and POGO satellite missions and
from the permanent magnetic observatories, which will now be discussed.

2.1 Observatories

The CMP3 model incorporates both annual and hourly means from permanent magnetic observatories. The former
offers control of the main field secular variation over the Magsat and POGO mission duration envelopes, which is



discussed more in Section 3.1. Hence, the annual means are chosen within the interval 1960 to 1985 and are computed
at the average time of the data over the particular year. These data are furnished by the National Geophysical Data
Center (NGDC) in Boulder, CO, and are described in detalldaygel and Baldwirj1991].

The hourly means data are chosen from the magnetically quietest day of each month, as defiheld\s),
during the operational periods of the POGO (September 1965 to August 1971) and Magsat (November 1979 to May
1980) missions, though data through 1982 are also included. These data are furnished by NGDC, with augmented data
from Winch, Faynberg and Singer, Olsen and others. Because the shortest time scale considered in the ionospheric
and magnetospheric portions of the CMP3 modélhs (see Sections 3.2 and 3.3), only hourly means data from every
other hour are used. Before the hourly means data set was actually analyzed in the CMP3 model, it underwent an
outlier rejection phase by visual inspection with respect to a model derived in the preliminary stages of this study. This
process is discussed in more detail in Section 4.4.

Station breaks in time, introduced hangel et al.[1982], are assigned by a visual inspection of the time series
separately for the annual and hourly means. These breaks will usually coincide with a physical change in the nature
of the measurements, such as a change in location, equipment, or local man-made fields. Thus, each station segment
may be thought to have its own base line, which is estimated in the form of a vector bias as described in Section 3.1.

A synopsis of the hourly and annual means data sets is given in Appendix A via Tables 7-10 and 11-15, respectively.
These tables provide information on station breaks (denoted by the root name with a roman numeral suffix), locations,
time spans, and measurement counts per observatory. The CMP3 vector bias values and associated errors are also
included and are discussed in detail in Section 6.2. The total measurement counts are listétlimkikecolumn of
Table 2, where the hourly means have been divided into those with dipole colafifig@eleward or equatorward of
+50°. The spatial and temporal distributions of these data sets are shown in Fig. 1. The top panel shows that both
hourly and annual means data are being analyzed at most station locations (triangles). The bottom panel shows that the
annual means are close to being uniformly distributed across the time span of the model. Note here that the histograms
are only recording the number of stations, including their breaks, that provide measurements within a one year bin,
and not the total number of measurements, in which case the hourly counts would dwarf those of the annual.

2.2 Magsat

The Magsat data sets used in the CMP3 model are mainly those dawn and uncorrected dusk data sets used in deriving
the GSFC DAWN(6/83) and DUSK(6/83) modelslaingel and Estefl985a], respectively. Though these data sets

are described in detail byangel and Baldwirf1991], a brief synopsis of the processing is given here: The Magsat
data were initially screened with the three-houRy, index by choosing only data with correspondifig < 1~

and previousk,, < 2°. Vector data poleward of50° dipole latitude were excluded to minimize the effects of
field-aligned and ionospheric currents in the auroral regions. Scalar intensity data were retained at all latitudes. A data
selection algorithm was then applied separately for both the dawn and dusk data wittima D, level for the time

intervals of November and December, 1979; January and February, 1980; and March and April, 1980. The objective of
the algorithm was to obtain a uniform data distribution in both time and space. Finally, after the elimination of outliers
with respect to the GSFC(9/80) model, passes from slightly more disturbed times were added to sparse regions in
order to improve geographic coverage. These data sets will be referred to simply as the “Magsat dawn” and "Magsat
dusk” data sets.

The CMP3 model represents a significant advancement in how fields of external origin, such as those from iono-
spheric coupling and EEJ currents, are parameterized. It is then desirable to include high (polen&it) afeo-
magnetic latitude vector data in the analysis, particularly¥hendY” components which are sensitive to high latitude
field-aligned currents. Accordinglyy’ andY vector components were added at sampling points polewatth0f
corresponding to those already providing scalar measurements in the CMP3 Magsat dawn and dusk data sets. These
new data sets will be referred to as the “Magsat polar dawn” and “Magsat polar dusk” data sets.

Before the Magsat dawn, polar dawn, dusk, and polar dusk data sets were actually analyzed in the CMP3 model,
they underwent an additional episode of refinement via the rejection of outliers with respect to a model derived in the
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Figure 1: Observatory hourly mean (OHM) and annual mean (OAM) spatial and temporal distributions. The top panel
shows observatory locations where only OHM (squares), only OAM (circles), or both (triangles) data types are used
in the CMP3 model (Cylindrical Equidistant projection). The bottom panel shows a histogram of the number of OHM
and OAM stations contributing data to that particular one year bin across the time span of the CMP3 model.



preliminary stages of this study. This process is discussed in more detail in Section 4.4, and the resulting measurement
counts for these data sets are listed inluenbercolumn of Table 2.

2.3 POGO

The bulk of the parent POGO (Polar Orbiting Geophysical Observatories, comprised of the OGO-2, OGO-4, and
OGO-6 satellites, sekeangel[1974]) data sets from which those used in the CMP3 model were extracted were also
used to derive the POGO(2/72) field modkeapgel et al, 1980], with additional OGO-6 data from 1969 to 1971

for magnetically quiet to moderately quiet times. These parent data sets, described in degmigbland Baldwin

[1991], were found to have an uneven distribution in local time and to be somewhat larger than necessary for this
study. Therefore, these data sets were decimated in order to achieve a more uniform geographic and magnetic local
time (MLT) distribution, and a more managable size. Furthermore, the same outlier rejection phase was applied to
POGO data as to Magsat data, details of which are found in Section 4.4. The resulting data sets will be referred to
collectively as the “POGO decimated” data set. The MLT distribution of this data set is shown in the bottom panel of
Fig. 2 as a histogram of the number of measurement positions falling within one-hour MLT bins. Of th22G®al
positions, the most1609) fall between1:00 and2:00 am and the leasBQ0), unfortunately, fall betweeh2:00 and

1:00 pm.

Historically, the mechanism used for the POGO decimated data set did not admit entire satellite tracks. Much of
the external field current systems is transient and, while this distribution probably gives a broad sampling of those
variations, it may not give coherent data tracks across these patterns. Because of this, it is felt that some advantage
might be gained by incorporating some individual passes of data. Accordingly, a selection of data from typical passes
from quiet periods has been made. These data were also put through the outlier rejection phase, which resulted in
6754 measurements frorti70 passes. This data set is referred to as the “POGO pass” data set. The angular positions
of the pass loci are shown in the top panel of Fig. 2, and a histogram of the number of passes that cross the geographic
equator within one-hour MLT bins is shown in the middle panel. The spatial and temporal distributions appear to be
sufficient to sample most of the Sq and EEJ features of the ionospheric current systems.

3 Parameterization of field sources

As alluded to earlier, the ultimate worth of the CMP3 model lies in its ability to properly describe as much of the
intended signal as possible in the data. These data, however, are limited in their spatial and temporal sampling of the
field and are contaminated at some level by systematic and random error processes. An efficient model parameteri-
zation will take these limitations into account in order to achieve optimal results. The parameterizations used in this
study are now described by source.

3.1 Core and lithospheric fields

The current systems responsible for both the core and lithospheric magnetic fields lie entirely below the regions
sampled by permanent observatories and satellites. Therefore, these fields may be expressed as gradients of internal
potential functions of the form:

Nmaz 0\l
V= »%{ > > (5) ﬁym,@} (1)
n=1 m=0
with:
V" = P(6) expim¢ 2)

wherea is the mean radius of the Eartb3(1.2 km), (r,0,¢) are the usual geographic spherical polar coordinates, and
Y™ and P} are the Schmidt normalized surface spherical harmonic and associated Legendre function of dadree
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Figure 2: POGO satellite spatial and temporal distributions. The top panel shows the angular positions of the pass loci
for the POGO pass data set (Cylindrical Equidistant projection). The middle panel shows a histogram of the number of
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(MLT) bin. The bottom panel shows a histogram of the number of measurement positions in the POGO decimated
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orderm, respectively [e.gLangel 1987]. TheRk {-} operation takes the real part of the expression only. Hencethe

are unigue complex expansion coefficients, also known as Gauss coefficients. They are related to the usual real Gauss
coefficientsy;* andh; according toy,* = g;* —ih,*. Typically, terms in Eq. 1 have been retained only up to a degee
truncation level N,,...., that is justified by the data, or in the case of satellites, up to that degree at which it is believed
that the lithospheric field begins to dominate the series, otherwise known as the main field portion of the spectrum,
taken byLangel and Estefl982] to bel3. Spherical harmonic models of lithospheric fields have been derived from
data with estimates of the main, magnetospheric, and ionospheric fields removed. Such models indicate that noise
becomes dominant somewhere betw@gn,,. = 60 to 70 [Ravat et al, 1995]. That noise, however, reflects also an
inaccurate estimation of the other fields. One of the intentions of the present study is to examine whether a combined
model can be more effective in accurately representing the lithospheric field. To this end, the degee truncation level
for this model is set aWV,,,,, = 65.

The main field is mostly dominated by contributions which originate in the core region of Earth. Advection of
magnetic field lines by the highly conductive fluid in the outer core sustains the field against Ohmic decay. The
consequence of this dynamo action is that the main field varies with time scales on the order of centuries. Variations
with time scales shorter than a year or two are effectively screened by finite mantle conductivity, and as a result, are
not detectable at Earth’s surfacgabaka et al[1997] modeled the longer time scale variations of the main field by
parameterizing its first temporal derivative, commonly known as secular variation, with Begptines.

Briefly, if {r;,i = 1,...,m} are a set of strictly increasing real numbers, ang(#j is a polynomial of degree
k — 1in each of the intervals;_; <t < 7;,i = 2,...,m, and ifs(¢) and its firstk — 2 derivatives are continuous,
thens(t) is a spline of ordef: with knot set{r;}. A k-th orderB-spline,b%(t), is a special case in whic() is
non-zero over only: adjacent knot intervals,, < t < 7,44, of the knot sef{r;,i = 1,...,h + 2k}. Theh knots
{ri,i=k+1,...,h + k} are called interior knots. Furthermotgt) is positive-valued over, < ¢t < 7,44, has a
single maximum, and joins theaxis with its firstk — 2 derivatives equal to zero at= 7, andt = 7,4 [Schumaker
1981]. TheB-spline functions provide a suitable temporal basis for the secular variation of the Gauss coefficients,

which are now time dependent:
h+k

d n m
s Z Yk (t) 3)
leading to:
h+k

Ym) = Ame) + Z m / ()

h+k Ttk — T, h+k
= T+ % > () — bt (e)) (5)

g=1 Jj=q

wheree is the epoch or expansion point for the series, andyffjeare the unique complex coefficients of the series.

This approach is adopted here with= 4, for cubic B-splines, and = 1980, for the Magsat epoch, for &l (¢).

Because both POGO and Magsat satellite data will be included in the analysis, the time span of the model is chosen to
be 1960-1985, allowing for an extension at either end of the missions. Given that the spline knot set must be defined
over the entire time envelope, and choosing an equi-spaced knot distributtdhyatintervals for ally2*(¢), this

results in a value ok = 9 and a total ofs + k& = 13 cubic B-splines pen*(t). Including the offsety, this gives a

total of 14 parameters describing the temporal behavior of edtft).

Assuming that the temporal variation of terms with> 13 is negligible for the present model, the final working
expression for the core and lithospheric potential is given by:

vor{e T TS () e 3 3 (4 ) ®

n=1m=0 ¢=0 n=14 m=0
with:
v = ym forq = 0; -
T ym f1980 (r)dr forg > 0. (7)



The number of real coefficients in the main and lithospheric field model expansio283rand4160, respectively,
which gives a total 06890 real coefficients in this portion of the CMP3 model.

In order to resolve the secular variation of the main field, it is imperative that the data provide good spatial and
temporal coverage over the time span of interest. Though permanent magnetic observatories may lack in the former,
they are very well suited to the latter by continuously measuring the field at one location. In this study, observatory
hourly means are analyzed which are cotemporaneous with the POGO and Magsat mission envelopes. Though they
provide crucial information about external and induced fields, their time distribution limits their ability to resolve
secular variation. Therefore, observatory annual means, whose collective distribution spans theGniig85 time
envelope, are also included in the analysis.

Consider now that permanent magnetic observatories are located on the outer surface of the lithosphere, and
being in such close proximity makes them extremely sensitive to the short wavelength field of the lithosphere. Even at
Nnma = 65there is undoubtedly deviation of the predicted from the actual field due in part to power in the lithospheric
field at higher degrees. If deviations due to random error are handled properly, then the remaining systematic deviations
are point-sampled by the observatories and can be represented by a local vecBy;hiags introduced by angel
et al.[1982]. There aré06 individual observatory time series in the combined annual and hourly means data sets for
which a full vector bias is estimated. Due to data quality issues, only the horizontal bias components of the hourly
means are estimated at Amberley Il and San Fernando. Conversely, only the vertical hourly means are used at Amatsia,
and hence, only this component of the bias is estimated here. This accounts for aidgheyal coefficients in the
model.

3.2 lonospheric field

The morphology of geomagnetic variations produced by the ionospheric dynamo is relatively fixed in magnetic local
time. However, within this basic morphology there is considerable variation depending upon other phenomena such as
season, solar cycle, interactions with Earth’s main field, etc. It is assumed that the primary currents flow horizontally

in the ionospherids-region at an altitude ok = 110 km. Therefore, the equivalent currents are equal in effect to

the real currents. Because these fields vary with time, there are corresponding induced currents in the Earth, with
attendant fields. Since the measurements used are not acquired in the regions where the source currents flow, the fields
can be represented by gradients of potential functions. The basis functions representing the ionospheric and associated
induced potentials are best understood as being built from a set of “elemental” potential functions reflecting a single
spatial harmonic modulated by single seasonal and diurnal periods. For the region between the Earth’s surface,

and the location of the ionospheric equivalent current shreetq + h, these have the following form:

m m a ntl m r\" m -
Vnsp =R {a |:Lnsp (;) + €nsp (a) :| Pn (gd) expz(md)d + wsst + wpptm)} (8)
wheref,; and ¢, are dipole colatitude and longitude, respectively. The fundamental seasonal angular frequency is
ws = 27 rads/yr with associated wavenumbeaind time of year counted from January 1, 00 UT. The fundamental
diurnal angular frequency is, = 27 /24 rads/hr with associated wavenumipeaand magnetic universal time (MUT)

tm. Hence, they,  and. , are unique complex expansion coefficients of the external ionospheric and the internal
induced potentials, respectively, having a single spatial harmonic as prescrileanuolyn, which oscillates on two

time scales as prescribed bandp, and propagates in one direction as prescribed by the relative signg, @ndm.

A brief digression is in order such that the nature of magnetic local and universal time may be explained in the
context of this study. The magnetic local tintg,;, of an observer is defined as:

tmlt = (1800 + ¢d,o - ¢d,s) /]-5 (9)

where if the dipole longitude of the observer; ,, and the sub-solar pointy; s, are in degrees, thety,; is in

hours. Dipole longitude in measured in the dipole equatorial plane in a positive sense from a line extending from
Earth’s center into the half-plane defined by the dipole and geographic axes and containing the south geographic pole.
The tilted dipole from the GSFC(12/83) modéhgjngel and Estesl985b], whose north magnetic dipole position is



(0 = 11.2°,¢ = 289.3°), is used to assign dipole longitudes to data in this study. The position of the sub-solar point is
calculated from routines provided Russel[1971]. The magnetic universal time is defined as the MLT of the dipole
prime meridian, the meridian from whence dipole longitude is rendered. Hence, it is given by:

tm = (180° — ¢a,s) /15 (10)
whereg, , is now zero. To clarify, Eq. 9 is given incorrectly irangel[1987] andLangel and Hinz¢1998].

At this point one could define an ensembléf,, as the working form of the ionospheric and associated induced
potentials. However, incorporating a few conditions gained from some basic physical insights can drastically reduce
the number of free parameters in this part of the model. To facilitate the discussion, consider an enséifijle of
acrossy andm for fixed s andp:

Vep = 3 Vilh, (11)
n,m
or in matrix notation:

Vsp =R {EHﬁg + LHﬁz} (12)
wheree and. are the vectors ofe),, )" and(.),,)*, respectively. The super-scripted asterisk &hdenote complex
conjugation and Hermatian conjugation, respectively. ThandsS, are vectors with elements given, respectively, by:

r n
Sipe = a(Z) P60 expi(moy +wist +w,ptn) (13)
m a\n+tL .
nepi = @ (;) P (84) exp i(mdq + wsst + wpptm,) (14)

The first insight that can be made is thas in general not independent af The nature of this dependence is
related to the conductivity structure of the crust and upper mantle, which leads to the following linear relationship:

l _ § Im _m
Lksp - qknspensp (15)
n,m

or in matrix notation:
L=Qe (16)

where( is a complex matrix representation of the transfer function between the driving ionospheric signal and the
driven induced signal§chmucker1985;0lsen 1999]. There is a one-to-one correspondence between induced and
inducing frequencies, i.€) maps betweenand. of like frequencies. For a general three-dimensional mantle conduc-
tivity, the Q matrix, as written in EqQ. 16, is dense. However, for purposes of this model a one-dimensional conductivity
distribution, i.e. depending only on radius, ©fsen[1998] has been adopted. It is a four-layer conductivity model
derived from Sq and Dst data at selected European observatories. The consequéhees thrat it is now diagonal

and its elements do not depend upon longitudinal wavenumbéut only upormm and the frequency. This means

that one external coefficient induces only one internal coefficient,.fle= ¢»™(f)e™. Furthermore, for matrix
elementg,,;," (f), the theoretical range of magnitudelis< |q¢,,," (f)| < 37 while causality relationships imply
R{qpm(f)} > 0andS {g"(f)} > 0.

The temporal variation of the working ionospheric and associated induced potentials consists of various combi-
nations of modulated seasonal and diurnal frequencies. The fields induced from higher frequencies will generally
dominate those from lower. Therefore, for simplicity, a single frequency (the highest of the diurnal-seasonal modula-
tion) may be assigned to the matrix elements operating;gn which leads to the following assignment rules:

0 forp =0ands = 0;
g (f) =< ¢m(0) forp=0ands > 0; (17)
dpn'(p) forp>0.

Note thatf = 0 is formally used to designate “very long-period” rather than an absence of oscillation, in which case
g (f — 0) = 0. This is indeed true for the purely seasonal versus diurnal oscillations included in the model.
For deriving the “very long-period” respongg™(f — 0), the mantle is assumed to be an insulator in the region
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a — 6 < r < aand superconducting in < a — 4. At the surface of a superconductor, the radial component of the
magnetic field has to vanish. It follows from Eqgs. 8 and 15 that:

a0 = () () (1)

For this study, a value af = 1000 km is used, corresponding to induction with periods longer than one week or so.

A second insight is that many ionospheric phenomena are naturally organized with respect to the geometry of
Earth’'s magnetic field due to its influence on the motion of charged particles. As a consequence, ionospheric con-
ductivity is highly anisotropic, resulting in values that are so high parallel to the field that the magnetic field lines are
nearly equipotential lines. Therefore, it is often convenient to work in a coordinate system that is aligned with the
magnetic field, such as the “Quasi-Dipole” (QD) coordind#s ¢,) proposed byRichmond[1995]. If one could
exploit the symmetries of such a coordinate system by building them into the basis functions, then clearly a great
savings would be realized in the number of free parameters that would need to be estimated. For example, modeling
the EEJ with spherical harmonics expanded in dipole coordinates requires both high degree and order terms because
of the undulation of the EEJ in longitude, i.e. it does not follow lines of congtanHowever, the EEJ is always
located a#, = 90°, and therefore one may be able to fit this feature with far fewer of the proposed functions.

Before embarking on this course, however, certain properties of the QD coordinates must be articulated. First, the
Laplacian operator does not separate in QD coordinates, rendering closed-form solutions out of the question. Secondly,
though the QD colatitudé,, and longitudeg,, do chart the sphere, their coordinate lines change with radigith
this in mind, consider a set of basis functions which possess the QD symmetry in two dimensions rather than three,
perhaps on a constant-coordinate surface. If a sphere is chosen, then it is natural to think of the QD angular coordinates
as the formal arguments to the usual surface harmonics. Though these functions are neither orthogonal nor complete
on the sphere, they do possess the desired QD symmetry and should suffice for the resolution requirements of the
model. Furthermore, these functions may be expanded in terms of the surface harmonics in dipole coordinates:

Nmam min (nvaam)

Pi(f,) expilp, = > > (d™)* P™(04) exp iy (19)

n=1 m=—min (n,Mmaz)

whered, = 0,(r,04, ¢a), g = ¢¢(r,0a, da), andd,. =™ = (d{™)*. The regression coefficient”, are determined

by a standard spherical transform, whé¥g,,, and M,,,, are chosen such that sufficient convergence is achieved.

It is also very easy to introduce temporal oscillations to these functions of the kind seen in Egs. 13 and 14 by simply
multiplying by the appropriate complex exponential, @xp i(ws st + wppty,).

As stated earlier, an attempt to define a radial dependence for the functionsin Eq. 19 such that they satisfy Laplace’s
equation in QD coordinates is fruitless. If one settles for radial dependencies found in Egs. 13 and 14, then the new
functions will satisfy Laplace’s equation in dipole coordinates for external and internal sources, respectively, and will
exhibit the desired QD symmetry on a given sphere. It remains then to decide which sphere. Siace h, with
h = 110 km, is the approximate height of the ionosphefi@egion current system where most of the features of
interest are located, then this should be a satisfactory choice. Hence, in view of Egs. 13, 14, and 19, one can construct
the desired basis functions for potentials in the regicthr < a + h:

n—1
[ _ [ * a
Tksp,e - ;n(dkrz) <CL + h) Srrzr;p,e (20)
«fa+h w2
Tlf“sp,i = Z(décrrrzl) ( a > rTspJ (21)
n,m

where summation over andm is understood from Eq. 19. Clearly then:
Tlésp,e lr=a+h= Tlésp,i lr=at+r= (a + h)P,i(Qq) expi(ldy + wsst + wyptm) (22)

A global plot of ® {T43570707e} |r=a+n 1S Shown in Fig. 3 which illustrates the QD geometry on the sphere where the
ionospheric currents are assumed to flow. The reference model used to define the QD coordinate system in this figure
and for this study is the IGRF 1980 modBAGA Division | Working Group ,11981].
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Figure 3: The functiofk {T43570707e} evaluated on the sphere= 6481.2 km (Cylindrical Equidistant projection). The
reference model used to define the QD coordinate system is the IGRF 1980 tAd@sai&lDivision | Working Group
1, 1981]. Thed, andg, coordinate lines are also shown3o° increments.
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It follows that a new set of “elemental” potential functions, analogous to those of Eq. 8, may be defined from
Egs. 20 and 21.:

Vklsp =% {ZlkspTlésp,i + ggcspTlésp,e} (23)

Again, consider an ensemble df, , acrossk and! for fixed s andp:
VvSP = Z Vklsp (24)

k.l
or in matrix notation:

Vip = R{&"T, +1"T,;} (25)
= R®{"D"U.S, +i"D"U;S,} (26)
= R{"DIS, +i"Df's;} (27)

whereé andi are the vectors ofé;, )* and (ij,,)*, respectivelyl’, andT; are the vectors of;_ , andT},
respectivelyD is the matrix ofd{™ regression coefficients in Eq. 19, abid andU; are real matrix representations of
the upward-continuation operators for external and internal fields in Eqgs. 20 and 21, respectively. It is now clear that

imposing the QD symmetry at= a + h imposes a linear constraint on the original expansion coefficients:

€ = D.E (28)
¢t = D (29)

So far, only magnetic field measurements made within the shell between Earth’s surface and the ionospheric sheet
current,a < r < a + h, have been considered. However, a large number of measurements are made by the Magsat
and POGO satellites in the regian- 1 < r, and so the ionospheric and associated induced potentials must be defined
here also. With the induced potential remaining essentially intact, the major difference comes from the fact that the
ionosphere is now internal to the measurement region. Hence, Eqg. 12 becomes:

Ve, = R{(E +.) S} (30)

where the prime denotes quantities that now apply to the regierh < r. Obviously the same QD symmetry is
desired at = a + h as before, which leads to the following constraints:

e = D (31)
D;i (32)

L

The ionospheric potentials above and below the sheet source are by no means independent because the radial
components of the resulting fields are continuous across the sheet. This is a result of applying Gauss'’s theorem to the
field in a volume of infinitesimal thickness, centeredroa a + h. The formal boundary condition is given by:

oV oV
W |r:a+h*: W |r:a+h+ (33)

whereh~ andh™ refer to positions just below and above the sheet current, assumed to have zero thickness. All this
implies a linear relationship between the expansion coefficients of the two potentials, given by:

2n+1
m n a+h m
=— 4
6nsp (n + 1) ( a ) 6nsp (3 )

e =Ce (35)

or in matrix notation:

whereC is a real diagonal matrix.

At this point, several linear relationships have been established between the various sets of expansion coefficients.
These must now be woven together in a consistent fashion. Because they are exact, these relationships can be built
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directly into the model parameter space, thus decreasing the number of free parametexpinoandeterministic
way. First, consider the region< r < a + h, where the induction condition (Eq. 16) and the QD constraints (Egs. 28
and 29) apply. The goal is to solve feand. in terms ofé, the reduced parameter set. The former is already provided
by Eqg. 28. The latter is more complicated. Substituting Eq. 28 into Eq. 16 and recalling that Eq. 29 retstdietin

the column space dp; leads to the following expression:

L= DD} QD¢ (36)

where: .
D} = (DfD;) " Df (37)

under the assumptions th&t has more rows than columns and that its rank is equal to its column numbeDZ’I’he
matrix is the “pseudo-inverse” dp; and theD; D" matrix is a projection matrix onto the column spacef

A subtle caveat exists, however, in Eq. 36 in that although the QD constraint is always satisfied, the induction
condition is only simultaneously satisfied when the column spacglaf is a proper subset of the column space of
D;. To resolve this problem, one is forced to complete the column spabeg lof admitting as many“,ésm functions
asS™ ., i.e. makingD; a square matrix. Assuming ti€ . are linearly independent, this makes the projection

nsp,i’ sp,t

operator an identity operator, which gives:

L = QDcE (38)
= F¢ (39)

Substituting into Eq. 12 gives the constrained potential for this region:
Vep = R{e" (DS, + F"3,)} (40)

It should be noted that although Eq. 29 still formally holds under a sgareatrix of full rank, it no longer implies a
constraint (a decrease in the number of free parameters), but merely a change of basis. Also,/a;sga#ier does
not imply a squaré. matrix, their column dimensions are totally independent.

Now, consider the regio + h < r, where the induction condition (Eq. 16), the QD constraints (Egs. 28, 29, and
31), and the radial continuity condition (Eq. 35) apply. Again, the goal is to solw€ ford, in terms ofé. This time
the latter is provided by Eq. 39. Solving the former is completely analogous to solvinghfeerms ofé above, along
with the same caveat. Here, the radial continuity condition would replace the induction condition and Eq. 31 would
replace 29. Therefore:

' = CD.¢ (41)
= Qe (42)

(o)}

Substituting into Eq. 30 gives the constrained potential for this region:

Ve, =R{e"(G" +F") S} (43)

The next item to be addressed is the dependence of ionospheric contributions on solar activity. In a paper on the
variability of geomagnetic daily variations with solar activi@lsen[1993] estimates the proportionalify between
the coefficients of a spherical harmonic analysis of the variations and sunspot ndtnt®olar flux, however, is
probably a better parameter for describing the short term variability of solar activity of the kind encountered in this
study. Together, these motivate a functional dependence of the ionospheric expansion coefficients on the solar radiation
flux index, F.7, that is linear. Specifically, a new set of expansion coefficients is defined such that:

gksp = éi‘sp : (1 + N - F10.7) (44)

The proportionalityV is not solved for, but rather an independently estimatpdori value is used, which is assumed

to be equal for all coefficients. This means that increasing solar flux inflates the whole ionospheric current system
(and induced contributions) without changing its shape. To estifNatihe technique 0Olsen[1993] was used, but

with solar fluxFy .7 instead of sunspot numb&. Correlation between 20 annual mean@f, the amplitude of the
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. —1
diurnal main term, and solar fluk;o.» yields a value ofV = 14.85 - 103 [10’22W/m2/HZ] with correlation
coefficient ofr = 0.991 (see Fig. 4). lio = (1 + N - Fi9.7), then Eq. 44 may be written in matrix notation as:

1™
100,

=

(45)

Substituting into Egs. 40 and 43 gives the final potential forms for the ionospheric and associated induced potentials:

Va = R{E(DIS,+FS,)) (46)
Vi, = R{E"(G"+FT)S,) @7)

where the scalai has been subsumed by the matrices.

The final issue of concern entails the actual selection of basis functions from the pool of admissible functions
already established, i.e. defining the expansion limitsfor, &, [, n, andm, and any relationships that these imply.
This is tantamount to choosing an ensemblé’gf andV;, acrosss andp, and then determining the corresponding
dimensions of vectors and arrays found in Egs. 46 and 47. In particular, attention will focus on the selection of the
T,ésw functions of Eq. 46, i.e. the vect@, = DX S, since they allow for a clear physical interpretation. Note also
that onceD,, is determined, then so aféandG.

In order to gain a better understanding of the temporal nature of these functions, consider those of daily variation
only on the ionospheric source sphere:

Tlf‘Op,e lr=a+n=(a + h)PIé (0y) expi(lpy + wpptm) (48)

As t,, increases, the waves propagate along lines of congamith the wavefronts defined by lines of constant
The local speed of a wave is inversely proportional to the density of lines of coggtafihe direction a wave travels
is determined by the relative signs bandp. If p is kept arbitrarily positive, then with respect to an Earth-fixed
reference frame, modes with> 0 move in the local-¢, direction (generally westward), modes with= 0 are
standing modes (they oscillate simultaneously apalvith frequencyw,p), and modes witli < 0 move in the local
+¢, direction (generally eastward). Of particular interest is motion with repect to QD magnetic local time longitude,
defined agqi: = ¢4 + wpty,, Which at low-mid latitudes moves approximately with the sun. In this reference frame
Eq. 48 becomes:

TIf:Op,e lr=at+n=(a + h)P,é (0) exp i(ltqn +wp(p — D) (49)

If pis kept arbitrarily positive and if > 0, then modes witlh > p move generally slower than the sun, modes with

[ = prepresent local time modes, i.e. they generally move westward with the same speed as the sun, and modes with
[ < p move generally faster than the sun. Note that with 0 and/ < 0, all modes generally move slower than the

sun.

Given the temporal distribution of the magnetic measurements to be analyzed, the first four diurnal harmonics can
probably be resolved. This corresponds to a range ef 1,...,4, which is to say, the4 hr, 12 hr, 8 hr, and6
hr periods. Thep = 0 level will also be included for reasons to be discussed later. Recall that the morphology of
the ionospheric field is relatively fixed in magnetic local time. Instead of using all QD longitudinal wavenuimbers
(i.e. the whole band-width df = —k, ..., k), it is suitable to focus on local time modes £ ) plus slightly faster,
respectively slower, travelling modes, limitingp a tight band-width, centered op (i.e.l=p—L,...,p+ L). In
this study,L = 1. To get similar QD latitudinal resolution across diurnal periods, the maxifmahould be a constant
offset, K, from! (i.e. ¥k = max (1,!]),...,|l| + K). Itis also desirable to have different resolution levels for local
(p = 1) versus non-local( # [) time modes, in which casE becomes a function gf — [ (i.e. K = K(p —1)). In
this study, they happen to be the same, Witt0) = K (# 0) = 40, chosen in hopes of resolving the EEJ. Note that
this general selection scheme fark, andi has been used in previous studies to produce global field maps from Sq
currents (e.gMalin and Guptg1977]).

Seasonal variation of the ionospheric field is a complicated phenomenon. It is of course, to first order, a function
of the angle between the Earth-Sun line and Earth’s rotation axis. However, it is also influenced by Earth’s magnetic
field, whose dipole portion alone wobbles about the rotation axis daily. This, together with commingling of other
effects, such as solar radiation flux with its own associated periodicities, makes for a very complex picture indeed. Itis
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believed, however, that the annual and semi-annual periods will still dominate the seasonal spectrum, and so these are
the modes that will be considered in this model. Furthermore, both the eastward and westward counterparts of these
modes will be included. All this translates into a range ef —2, . . ., 2 for the model.

By specifying thes, p, k, andl ranges, the number and type of columns of g F, andG matrices have
been effectively determined. What remains is to determine the number and type of rows of these matrices. Again,
focusing on theD. matrix, one can see from Eq. 19 that this is commensurate with chodsing and M,,,,.. such
that the regressions converge, which is therefore a function of maximanu |/|. These values anaax (k) = 45
andmax (|!|) = 5. For these values, and for purposes of this study, an expansiodith = 60 and,,,,., = 12is
considered sufficient, i.e. a total of 1368 real regression coefficientg{per.

The culmination of the development presented in this section is a set of expressions for the ionospheric and asso-
ciated induced potentials for the region » < a + h anda + h < r that hopefully captures the essence of these
phenomena in an efficient manner. For clarity, they are written in explicit summation notation as follows:

4  pt+l |t|+40

MYYY Y 4,

s=—2 p=0Il=p—1 k=max (1,]l|)

v

min (n,12)

Z Z [(dkn e) nsp e (fknsp) nsp, ] (50)

n=1 m=—min (n,12)

4  pt+l |t|+40

VeRlYY Y Y 4,

s=—2 p=0Il=p—1 k=max (1,]l|)

min (n,12)
Z Z [(girg) (fknsp) ] nsp,i (51)
n=1 m=—min (n,12)

whered,” ., gi™, andf{"  are elements ab,, G, andF-type matrices, respectively. Note thandp indexing on

the F- type elements, which is consistent with Egs. 38 and 17. The quadruple summation pvirandk implies

5520 real coefficients, each a free parameter in the ionospheric portion of the CMP3 model. This is about six times
less than the number of parameters that would be needed if QD symmetry were not considered.

3.3 Magnetospheric field

The field of the magnetosphere is dominated by features which vary with ring-current intensity, season, and inter-
planetary magnetic fields (IMF), but also contains features which are relatively fixed in magnetic local time. These
time-varying fields also induce currents and resultant secondary fields in the conductive portions of the crust and
mantle. Because the major contributing sources of the magnetospheric field are the magnetotail, magnetopause, and
ring-current complexes, which lie well outside the sampling region, the field may be represented by the gradient of

a potential function. In fact, the form and development of this function will closely parallel that of the ionosphere
and associated induced fields for the regtod a + h. Therefore, one may anticipate a final working form for the
magnetospheric potential very similar to Eq. 50, and expedite its development by discussing only the deviations from
the ionospheric case.

As just mentioned, a major source of the magnetospheric field is the ring-current, which girdles Earth’s equatorial
region at a radius of-7 Earth radii. The near-Earth spatial structure of the resultant field contribution is dominated
by a simple external dipole, i.e. a degree one external field. The temporal variation of this field, however, is not so
simple; exhibiting power across broad ranges of the frequency spectrum. The available measurements cannot resolve a
high-precision parameterization of such variations. However, being that these variations are important, they should be
accounted for in the model. This suggests building the desired variation into the temporal portion of the basis functions,
much like the QD symmetry was built into the spatial portion of the basis functions for the ionosphegel and
Estes[1985a] found a suitable representor of this temporal behavior to bé&théndex, which is the horizontal
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component, at the equator, of the symmetric portion of the field from the ring-current with respect to Earth’s rotation
axis. Given thatDy; is a relative measure of disturbance, the following form is adopted for the source expansion
coefficientsgyy;,,, in this portion of the model:

cﬁp = :U’ﬁp + :u?;p,Dsi Dt (t) (52)

where theD,; index is in units of nT and is tabulated at hourly intervals as a function of universal time. Note that
this relationship is adopted only for the dipole terms 1), and that the temporal variability d¥;(¢) is modulated

by both seasonal and diurnal oscillations (by virtue ofd¢l@dp indexing), the latter helping to describe local time
asymmetries.

Induced fields may be treated just as they were in the ionospheric field development section. The major difference
is the inclusion of basis functions which are now dependent upon the seasonally and diurnally mdalylaeddex.
Hence, for magnetospheric induction, Eq. 17 becomes:

0 forp =0, s = 0, and noD(t);
mm — q;nnm(o) forp=0,s =0, aﬂstt(t) ;
" () = ¢™™(0) forp=o0ands>0; (53)
g (p) forp>0.

Magnetospheric contributions that vary only with; () are assumed to contain mostly signals with a period of a few
days, at least during magnetic quiet days, hence, the usg¥jf&) based upod = 1000 km.

At the source region for the magnetospheric current systems the Earth’s magnetic field is more dipole-like com-
pared to ionospheric current systems, and therefore, it is not necessary (though possible) to use QD coordinates for the
characterization of magnetospheric sources. Thus, for this portion of the model:

D, = I (54)
F = Q (55)

The final item of business is the selection of basis functions as prescribed by the ranges and relatiosshjps of
k, andl. It follows from Egs. 54 and 55, and the fact tliatis diagonal for a gives andp, that then andm indices
need not be explicitly specified. The relationship betwegeh, and! is as for the ionosphere in thatesides in a
narrow band-width about, as specified by., and maximunk is at a constant offsef{, from to preserve latitudinal
resolution levels acrogs Again, theK is a function of local versus non-local time (iE.= K (p — 1)).

The expansion limits are also somewhat similar to those of the ionosphere, with a seasonal variatisn of
—2,...,2,adiurnal variation op = 0, ...,5, andL = 1. The major difference is found in the latitudinal resolution
level, which is much less for the magnetosphere and different for local and non-local time nfo@gs= 5 and
K(# 0) = 3. Itis expected that a significant number of expansion coefficients will be negligible at these truncation
levels. In an investigation of geomagnetic daily variations as predicted by the Tsyganenko model of the magnetosphere
(which are derived from data collected at several Earth ra@igen[1996] concluded that the only non-negligible
coefficients are found within the expansion limitspof 0, ...,2, L = 1, andK (0) = 3 andK (# 0) = 1. However,
since this is the first time ionospheric and magnetospheric parameterizations of this type have been coestimated, these
liberal limits allow for the unexpected.

As a result of the previous development, an expression for the magnetospheric and associated induced potentials
for observatory as well as satellite data is now given in explicit summation notatiorDyjtdependent terms broken
out:

2 5 ptl |I+K(p-0)

V=R Z Z Z Z uiesp [Sllcsp,e + (qgksp)*sgesp,i] +

§=—2p=0I=p—1 k=max (1,|I|)

5 ptl 1

2
Z Z Z Z I“LZSP7Dsi : DSt [S;csp,e + (q;clksp,Dsi)*Sllcsp,i] (56)

§=—2p=01=p—1 k=max (1,]l|)
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Note thes, p, andD,,; indexing on they elements, which is consistent with Eq. 53. The summation everl, and
k entails800 real coefficients, which is the number of free parameters in the magnetospheric portion of the CMP3
model.

3.4 Fields from ionospheric coupling currents

When establishing the form of the basis functions used to represent ionospheric fields, it was assumed that the source
currents flowed in a region that was entirely below the Magsat and POGO satellite sampling shells. In addition, a
relationship was assumed between the external and internal fields from these currents based upon the concept of an
equivalent sheet current flowing on a sphere at a + 110 km. If displacement currents are neglected, then the
source currents are solenoidal, and these assumptions may be used for current loops or circuits which do not pierce
the sampling shell, which is true for tié-region. However, in reality, these ionospheric currents are coupled to the
magnetospheric and ionospheferegion currents at the geomagnetic conjugate point through “coupling currents”
which flow along the field lines of the Earth’s magnetic field. This means, for instance, that the Magsat sampling
region betweem + 350 km anda + 550 km will be penetrated by'-region current whose associated magnetic field,

0B, will not be curl-free, and hence, will not be expressible as the gradient of a potential. It should also be noted that
in general only vector, as opposed to scalar, samples can detect these fieldsBsimedmost always perpendicular

to the main field. Hence, only measurements from the Magsat satellite will be considered here.

Olsen[1997a], partially followingBackug1986], employs a theorem which provides for a decompaosition of any
solenoidal vector field into unique toroidal and poloidal parts on a sphere. Applying thi8 to dipole spherical
coordinates gives its toroidalB,, and poloidal B, , parts in terms of derivatives of toroidab, and poloidal, ¥,
scalar functions:

6B = 0B, +0B, (57)
= Vxrd+VxVxrl (58)
0 —V2(ro)
= m[?a%@ + %%érm)’ , (59)
96, 75in g 0¢q (r¥)

with the prime denoting th§; operator, and:

) 1 0 0 1 9?2
2 _ 9 [ v v
Ve = r2sinfy 00, <sm O 69d> + r2 sin” 0, 8(1)3 (60)

as the horizontal part of the Laplacian operator. The associated current dénisithen given by:

w = V x6B (61)
= o (L, +J,) (62)
= —VUxrV?¥+VxVxrd (63)
0 -V2(rd)
= —@%vw + %8%3(@)’ , (64)
50, V¥ s 9; 967 (%)

Backuq1986] showed that for a shell whose thickness is small in comparison to its mean fdgljugoes to zero.
This will be the case for the Magsat sampling shell, and so this approximation is adopted here:

§B=V xrd (65)

with associated current:
pod =V xV xrd (66)
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In order foréB to be unique, the mean value ®fover the sphere must be zero, i.§, ® dQ = 0 with dQ =
sin 8,df,d¢ 4. Expanding® in surface spherical harmonics:

d=R {Z ™ (r) P (8,) exp zm¢>d} (67)

requires expansion coefficients with= 0 to vanish.

The radial dependence of tdeexpansion coefficientg’ (), must still be specifiedOlsen[1997a] considered
a1 dependence on all coefficients, makifige)’ = 0, and leading to a purely radial poloidal current density,
in Eq. 64. When applying this to satellite data at a height at33@ekm, as in this study, the assumption of radial
currents is reasonable for the field-aligned currents in polar latitudes as well as for a very narrow band at the dip
equator where the meridional current system flows in the radial direction. However, the assumption fails at middle
latitudes. Nevertheless, this assumption is also adopted here, which leads to:

=R {Z (%) s P @ayexp im¢d} (68)

or in matrix notation:
2 =n{o"s;} (69)

whereg is the vector of ;') ands; is the vector with elements given by:

Shj = (%) P (04) exp imgq (70)

The toroidal scalar functio® may also be thought of as the stream function&Br;, since its contours trace tid&3
field lines.

As in the case of thé’-region discussed earlier, té-region conductivity structure is also highly aligned with
the magnetic field, which suggests the use of QD symmetric basis functions in order to reduce the number of free
parameters needed. For example, the meridional coupling currents of the EEJ show a strong radial upwelling along
6, = 90°. From Egs. 64, 68, and the associated Legendre differential equation, the radial compaohemt thfe
F-region source sphere & a + h with h = 450 km) may be written as:

1 a
JT:%{mg;n(n+l) (a

Following Egs. 20 and 21, this suggests a stream function basis with the desired QD symmetry given by:

h) ¢y Py (8a) exp im¢d} (71)

e [@FRY
Tty =S () st 72
Clearly then:
T} ; lr=a+n= Pi(6y) expilg, (73)

Thed\™ regression coefficients would be slightly different from those introduced earlier since these now reflect the
QD symmetry at = a + 450 km. Expressions analogous to Eq. 69 may now be written in the new basis:

o = »{"r} (74)
- zn{@HDHﬁj (“Zh>} (75)
= »{o"pl's,;} (76)

Whered) is the vector of ¢} )*, the reduced parameter st is the vector off | ; ;»andD is the matrix ofd{™ regression
coefficients. As in the case of tHé-region, imposing the QD symmetry at a + h imposes a linear constraint on
the original expansion coefficients:

¢=D;¢ (77)
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The temporal variation of the magnetic fields from ionospheric coupling currents will be much the same as for
fields from the ionospheri&-region in that there will be strong local time modes which are modulated by both
interactions with the main field and by significant seasonal effects. This suggests multiplydd#ss functions
T,éﬂ. by complex exponentials of the formxp i(w,st + wppty,), and then assembling them in a manner similiar to
Egs. 50 and 51. Although this is a valid approach in general, one must remember that it is only the Magsat data which
are sensitive to these parameters, and that the scope of these data with respect to certain aspects of time coverage is
severely limited. To begin with, the mission duration over which usable data was aquired was from November, 1979
to April, 1980, which is but six months. If one is interested in both annual and semi-annual seasonal periods, then it
is unlikely that both a phase and amplitude can be resolved for the former. Assuming, however, that the maximum
annual amplitudes occur at the solsticest(ealues of roughly) and6 mo), then the phase may be fixed, leaving only
the amplitude to be resolved. If it is also assumed that maximum semi-annual amplitudes occur at the solstices and
equinoxes (ot values of roughly, 3, 6, and9 mo), then its phase may also be fixed. These conditions translate into
a set of admissible functions of the form:

T,is,j = T j 08 (wsst) (78)
= Z(dkna) S cos (wsst) (79)
= Z(dkn j) S;{;,] (80)

whered; - are elements of th®; matrix. Clearly, the annual and semi-annual functions of interest correspond to
s = lands = 2, respectively.

A further limitation of the Magsat data is that it sampled only two local times, dawn and dugk, (eelues of
roughly6 and18 hr). The Nyquist frequency for this sampling rate would be the diumal () frequency; all higher
frequency harmonic®(> 1) would be aliased. Therefore, a continuous local time analysis is prohibited at the periods
of interest. Consider, however, that over a period of several days to weeks a high density distribution of both Magsat
dawn and dusk passes may be realized over all longitudes. This suggests that one model the behavior of particular
local times as a function of geographic position, and of course season. This is formally equivalent to including a factor
of exp iwppt,, I EQ. 78 witht,, fixed at the local time of interest. Since this is a complex constant throughout the
analysis, it is simply subsumed by the associated expansion coefficient, leaving Eqg. 78 essentially intact.

What remains is to select the basis functid?,jg,,j by specifying the limits of the, k, [, n, andm indices. As
previously discussed, there will be separate dawn and dusk contributions from the coupling currents considered in
this model, each with a seasonal wavenumber range-ofl, 2. Thek and! ranges for these contributions are less
complicated to specify than for the ionospheric potential field, since they reflect the spatial resolution level in an Earth-
fixed mode versus a moving mode. Consequently, the latitudinal and longitudinal resolution levels are independent
of one another. It is anticipated that most features of interest will lie in relatively thin, elongated QD latitude bands,
which implies a highK,,,, and a lowL,,.,. If the field from the EEJ coupling currents has a half-wavelength of
abouts° atf, = 90°, thenk,,,, = 40 should suffice. For this study,,., = 4. Finally, given these values @,
andL,,.., an expansion witlv,,,,,. = 60 andM,,,. = 12 is considered sufficient, i.e. a total of 1368 real regression
coefficients pefl},, ;

The working form of the stream function for the toroidal field due to ionosphetiegion coupling currents in the
Magsat sampling region may now be expressed in explicit summation notation as follows:

2 40 min( min (n,12)
P=R{D D Z %Z oo dim)Sn (81)
s=0k=1 [=0 n=1 m=—min (n,12)

The triple summation ovex, k£, andl entails1044 real coefficients, and since there is a distifdior both dawn and
dusk, then the total number of free parameters in this portion of the CMP3 maid8RsThis is about four times less
than the number of parameters that would be needed if QD symmetry were not considered.
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3.5 Observed fields

At present, expressions have been developed for the potential functions of the magnetic fields from the core and litho-
sphere, ionospheriE-region, and magnetosphere; for the toroidal field stream function associated with the ionospher-
ic F-region coupling currents; and for observatory vector biases. In this section, the relationship of such quantities
with what is actually observed by Magsat, POGO, and the observatories will be addressed. In the case of the latter,
for instance, it is not enough to simply superimpose the negative gradients of all pertinent potential functions, add the
bias, and call this the predicted magnetic field vector. There are subtle issues, like coordinate basis compatibility, that
cannot be ignored.

The first step is to identify the various coordinate bases in which vector measurements are made and how they relate
to those implied by the model. The Magsat vector data have been transformed to a local spherical basis, while the
observatory vector data are reported in a local ellipsoidal basis (i.e. geodetic coordinates). However, the potential
function for the core and lithospheric fields is cast in geographic spherical polar coordinates, while those of the
ionosphericE-region and magnetosphere are cast in dipole spherical polar coordinates, as is the toroidal field stream
function. Therefore, one needs to apply the appropriate rotations in order for the predicted field vector to be compatible
with the measured.

The second step is to determine which parts of the model apply to which measurement sets. The Magsat vector
data will sense the fields from the core and lithosphere, the ionosphi@ggion (per Eq. 51), the magnetosphere, and
the field associated with ionospheHeregion coupling currents. Both Magsat and POGO scalar data will sense all but
the last contribution. The observatory hourly means data will also sense the fields from the core and lithosphere, the
ionospherick-region (per Eg. 50), and the magnetosphere. In addition, they will have their own set of vector biases
estimated, which means that they only sense the time varying part (secular variation) of the core field. Likewise,
the observatory annual means data will certainly sense the secular variation. However, because they represent field
averages of up to a year, they will be treated as if their ionosplieriegion and magnetospheric contributions have
been filtered out. This would probably be closer to the truth if the annual means were averaged over quiet times only.
However, given that they are not, this treatment would be amenable to substantial improvement if it were not for the
fact that their sole purpose is to determine the main field secular variation, which they do satisfactorily. Because the
annual means have a different baseline than the hourly means, they too have their own set of vector biases estimated,
and their influence on the hourly means is thus reduced.

The result of this discussion is a set of expressions for predicting the magnetic field as seen by Magsat, POGO,
observatory hourly means (OHM), and observatory annual means (OAM):

Birragsat = VoV = Rga[Va (Vign + Vinag) =V x r®] (82)
|§Magsat| = |=VyVu = RyaVa (Vipy + Vinag) (83)
|Bpocol = [=V¢Va = RgaVa (Vign + Vinag)| (84)
BOHM = —Res [vgvcl + Rydvd (Vion + Vmag)] + EbmspHM (85)
Boam = —ResVyVe+ Bpins,oam (86)

whereVy, Vion, Vi, andVp,,, are the potential functions for the fields of the core and lithosphere, the ionospheric
E-region fora < r < a + h anda + h < r, and the magnetosphere, respectively. YheandV, are the gradient
operators in geographic and dipole spherical polar coordinates, respectively?,flie a rotation matrix from the

local dipole spherical to the local geographic spherical basis. It is a function of the colatitude and longitude of the
observation point in both geographic and dipole coordinates, and of the geographic colatitude and longitude of the
dipole moment of the main field (i.8,,, and¢,,). In this study, the dipole moment is provided by the GSFC(12/83)
main field model ofLangel and Estefl985b], whosd,, = 11.2° and¢,, = 289.3°. The R.; is a rotation matrix

from the local geographic spherical to the local geographic ellipsoidal basis giveamiyl[1987]:

B, —cosn 0 —siny By
B, | = 0 1 0 B, (87)
B, sinp 0 —cosp B,

wheren = 0 — 6, andd, is the geodetic colatitude determined using a reference ellipsoid for the Earth. For this studly,
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the 1AU ellipsoid (International Astronomical Union, 1966) is used; it has an equatorial radd3s®fl60 km and
flattening of ;1 [Barton 1997].

4 Estimation of model parameters

Since the main thrust of this investigation involves the determination of the proposed field parameterizations from
the satellite and observatory measurements, one must solve an inverse problem. Furthermore, this problem does not
usually possess a unique solution, and the scalar data are non-linear functions of the model parameters. This suggests
the use of an iterative least-squares (LS) estimator for determining the model.

4.1 Iterative Gauss least-squares estimator

The particular iterative LS estimator favored in this study is the Gauss method, due to its superior convergence prop-
erties over the steepest descent method and its simplicity over the full Newton m8tiredgon1980]. Consider a
constrained model of the form:

d = a(z) + v
Z,, = z + &
: (88)
1, = r + £

o, &k
whered is the measurement vectar(z) is a non-linear, continuously differentiable vector function of the model
parameter vectat, v is the noise vector of zero mean and covariaige= 6°W !, z,_is thea priori preferred
model parameter vector from tii¢h constraint{  is the error vector of zero mean and covariafige= (62/A)A; T

for thei-th constraint, and? is the dimensionless data misfit. The corresponding LS objective function is given by:

A
L) = v"Wr+d NEAE (89)
i=1
k
= Lo(z)+ ) NQilz) (90)
zil
= Li(x)+ ) Le () (91)
i=1

The first term,£,.(z), is the weighted residual variance, and the following terfis(z), are the weighted error
variances with respect to the preferred models. Xhare damping parameters whose units are reciprocal to those

of the corresponding normg;(z). It is assumed that boti —! and theAi‘1 are known, the former being based

upon data noise and model inadequacies and the latter typically based upon some physically meaningful quantity to
be minimized.

Expandingl(z) in a second-order Taylor series aboutthth iterate point:,, and minimizing, under the assump-
tion thatz,, lies in a small-curvature, small-residual regime, yields the iterative Gauss LS estifetantpla and
Valette 1982]:

zn—&-l = Z, + 6§n
T k -1 T k (92)
égn = An WAn + Zi:l AlAl] [AnW ((—i - Q(ﬁn)) + Zi:l AlAl (gai - gn)]
where: 5
dr e



4.2 Error covariance and misfit of model

Consider now the covariance of the errors in the final itetate, , with the LS estimate of, denotedz. If z,, is
sufficiently “close” toz such that the second-order terms in a Taylor expansiarjzf aboutz,, may be neglected,
and ifv and the¢, are independent, then the error covariance matrix of the mégels given by:

-1

k
Cp =67 (AiWAn + AiAi> (94)

i=1

The data misfitg2, is an unknown scalar factor of the observation error covariance matrix of the augmented system in
Eqg. 88. An estimates?, of 62 may be realized by considering the expected value oatpesterioriL,.(z) function:

E[L.(Z)] = 6 (N —tr[R]) (95)
with:
k —1
R= (AZWAn +y° )\iAi> (ATW A,) (96)
=1

whereE [-] andi¢r [] are the expectation and trace operators, respectilelg, the number of observations, afitl
is the resolution matrix, which acts as a filter through which the true model state is seen, and whose trace gives the
number of model parameters resolved by the datmdel 1987]. Hence, an unbiased estimatesdfis given by
[Toutenburg1982]:

s? = 757" () (97)

N —tr[R]

Thus, s? is a measure of how well the model fits the weighted data per degree of freedom (DOF), and should be
approximately unity if the weighting is corre@®loxham et al.1989]. Of course, multiplying/’ — and theA;1 by s2
will not changez in Eq. 92, but will make subsequent estimates of the data misfit equal to unity.st\étibstituted
into Eq. 94, one obtains an unbiased estimaté'pf denoted”,,, which is sometimes called the “calibrated” error
covariance since the observations are now fit as well,as: s21W ! indicates they can be.

Two additional classes of misfits also suggest themselves: first, data subset s@iisﬁmmh measure how well
the model fits the-th subset of weighted data per DOF in that subset; and secondly, prior rrs@fjtw,hich measure
the departure of the model from thh a priori preferred model per DOF in that norm. They are defined in a manner
similar tos?:

Ly, (Z)
2 _ i
T N, —tr [Ra] (%8)
L, (Z)
2 f #
Sai - Mz —tr [Rai] (99)
with:
k —1
Ry, = <A£ WA+ AiAi> (AT W A,,) (100)
i=1
k —1
R,, = (AZ WA+ /\iA,»> (AiAy) (101)
i=1

whereN; is the number of observations in tixth data subset)/; is the length ofz,., andA,,, is the submatrix of

A,, associated with thé-th data subset. It is assumed that the subset noise vegjor@e mutually independent,

i.e. theC), matrix is block-diagonal along the subset boundaries. Hence, associated with each block is a scale factor
s?ii. Though the values of eacs@i are not expected to be unity when adjustiifgonly, a “fine-scale calibration”

method could adjust them, and consequesitlyto unity. This would provide a way in which independent data could
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be optimally combined in estimation procedures. Furthermore, if the information introduced byhtlvenstraint
equation is truly stochastic in nature, th€nshould be modified to reflect this:

52 _ ET (i) + Eei (i)

= 102
N+Mi—tT[R+Rai] ( )

In view of the “fine-scale calibration” paradigmﬁi would also be adjusted to unity, and thus, the method allows for
the damping parametas to be objectively determined.

4.3 Regularization anda priori information

The Gauss estimator provides a framework, viadhgz) terms in Eq. 91, by which additional metrics or norms may

be introduced into the cost function. These norms are of basically two natures: first, they allow for a unique solution
by choosing the smoothest from the admissible set with respect to the given measure, i.e. they regularize the solution;
and secondly, they allow for soft, typically data independent, physical bounds to be placed upon the model parameter
space, i.e. they introduce additional theory into the model. Though their forms are similar, they reflect very different
philosophies, and there is occasion to employ both in this study.

The first norm to be discussed is motivated by the theory that the nightside ionosphreggon conductivity is
greatly diminished due to the lack of solar EUV ionizing radiation, at least at the mid and low latitudes. This means
that the equivalent current density, ., is minimal in these areas. To quantify this, apply Egs. 33 and 50 and the
Ampére circuital law to ionospheri# in an infinitesimal plane that is perpendicular to and centered on the sheet
where currents flowr{= a + h) such that [angel et al, 1993]:

1
J., = —AB 103
Iey o B (103)
- Fx VU (104)

whereAB, is the jump discontinuity in the horizontal componenti®fand the current function [Chapman and
Bartels 1940], is given by:

4  pt+l |t|+40

oLy Y Y Y 4,

s*—2p 0 l=p—1 k=max (1,|l])

min (n,12) o+ 1
S o () s e (105)
n=1 m=—min (n,12)

It can also be seen from Eq. 104 thats the stream function of

The theory takes the form of a quadratic no@]g it which measures the mean-square magnitudé, pfon a
spherical sector or patck, fixed in dipole magnetic local time longitude, definedas = ¢q + wpt,y,, Over time.
It has been chosen to span a patch of low conductivity of abbotrs width centered on local00 am as opposed to

local midnight (i.€.tp;; = 21 - 75,...,5 - {5), Which leads to:

T T
Q|leq\ = / / |ieq(0d,tmlt,tm)|2 dQsd’rm/‘/0 /Q dQsdTm (106)

™ N )
= 47TT / /2 /0 |ieq(0d, tmlt; tm) | sSin eddeddTmlthm (107)
or in matrix notation:
Q.| =& A (108)
with: .
_ R{z
€ < S (&} > (109)
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whereAueq| is a real, positive-definite, symmetric matrix representation of the norm. Note that this matrix is not

diagonal because thg,;; integration is only oveizg—’T radians and because the matrix is involved. Furthermore, the

t,, integration is facilitated by three assumptions: first, the time variation of{pe index is neglected, rendering

J., periodic over one year such that= 1 yr; secondly, universal timein Eq. 13 is treated as magnetic universal
time¢,,,, which is then used for time integration; and thirdly, = 365w, in Eq. 13. Although the second assumption

is best at low and mid latitudes, and the third is best during non-leap years, it is expected that these will make little
difference in the analysis, especially sir@@leq‘ is a soft bound.

The Q\ieql norm works in conjunction with thg = 0 terms of Eq. 50 to establish a nightside baseline such that
J., 1s minimized at those hours. This baseline is a global function, able to adjust to geographic shifts, which is static
on diurnal time scales, but varies with season. Because there is difficulty in separating this functional behavior from
that of main field secular variation at satellite altitude, the strength of the norm is adjusted via the asskpﬂgted
such that alp = 0 terms are determined by the norm. Itis also for this reason that the influence of the norm cannot be
greatly reduced in the polar regions (e.g. via some dipole colatitude weighting function) Jyhesethought to flow
at all magnetic local times.

Recall that in order to resolve the EEJ along the dip equator, QD degrees of up #5 are used. Since ttﬁm6
functions are global, it is expected that spurious oscillations will be exhibited id thenorphology. Although the
preferred model state for tr@u .l norm is€ = 0, making it technically a smoothing norm, its influence is limited in
proximity to magnetic local times & hr to’5 hr. Hence, an additional norm is sought to minimize this roughness on

the dayside, which suggests minimizing the mean-square magnitude of some function of the second-order horizontal
derivatives ofJ,,. A natural choice is the surface Laplacian.bf,. However, this norm should not interfere with

thep = 0 baseline established fof,, by the Qlieq\ norm, and so it is restricted to current densities inghe 0

regime, denoted as,, -, Consequently, the norm may be applied at all magnetic local times. Furthermore, it must
not interfere with legitimate EEJ variations near the dip equator nor with flow in the auroral regions. This may be
accomplished by introducing a non-negative weighting or influence function in dipole colatitude which is smaller in
the equatorial and polar regions and larger at mid-latitudes. The function used in this stirdy2#;. Although a

more rigorous approach would use QD colatitude, it is much more complicated and is left for future work.

Formally, this norm, denoted &3y ol is a quadratic function df, . , which measures the weighted mean-
s—egq,p
square magnitude of the surface Laplaciad of .., on a sphere{, over t|me

T
A 2 .
Qvas, ol = /0 /Q|V§ieq,p>o(9d;¢d,tm)| SIH829ddeTm/

T
/ / sin® 260,4d0dr,, (110)
0 Q
T 27 T )
= / / / |vzleq7p>0 (ed: bd, tm) | sin® 204 sin 0 3d0  dpqdT,
0 0 0
131072
r 111
(109395) i (111)
or in matrix notation:
V2L, ool = Ep>0AIv2L,, 010 (112)

whereA‘vgleq asol is a real, positive-definite, symmetric matrix representation of the norm. Again, this matrix is not

diagonal because thB, matrix is involved. Also, the same three assumptions regarding,thiategration in the
Qs | norm are made here as well.

To understand the nature of the surface Laplacian, first consider the Laplacian of a solenoidal veetonfiedtl
is given by:
Via=-VxVxa (113)

The link to the surface Laplacian comes from ignoring the radial componentamd theV operator. In the case of
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J

a surface vector whose stream functibg., has no radial dependence,

the two operators are identical:

eq,p>07
vzleq,p>0 v2 Jeq p>0 (114)
= =VXVxJ, .50 (115)
= -V xVxVxt¥p (116)
= VxiVi¥,y (117)
where:
1 2 4 ptl |1[+40
Vilpso = RO=D > D D Gy
Ho s=—2p=1Il=p—1 k=max (1,]I|)
min (n,12)
Z Z (dkn e)*n (2n + 1) ngsp,e |r:a+h (118)
n=1 m=—min (n,12)
Note that the surface Laplacian operator multiphgs, . |-—.+# by afactor of-n(n+1), and SOQWQM asol damps

the higher degree harmonics much more severely Q@QJ, as intended.

It is anticipated that the magnetospheric field expansion of Eqg. 56 includes many more coefficients than can be
reliably estimated from the data at hand, especially those describing deviations from a dipole in magnetic local time.
Experience from earlier phases of modeling suggests that excessive cross-talk or correlations between the ionospheric
and nond,; dependent magnetospheric expansions will likely exist as a result of poor field separation due to limited
satellite data coverage in local time. Therefore, a magnetospheric solution is sought which is smooth in some sense
that will reduce this coupling. Specifically, define a third quadratic n@m,B h which measures the mean-square
magpnitude of the deviations from a dipole in magnetic local titne (1 orl # g p) ‘and independent dD,; on a sphere
at Magsat altituder{= a + h,,, with h,,, = 450 km), (2, over time:

T T
/ /|A§ltd(9d:¢d,tm)|2deTm// /deTm
o Jo

o7 / / |AB,14(0a, s tm) | sin 04d04ddgdr,

Qas (119)

ltd‘

(120)
whereAB,,, includes alluﬁcsp terms in Eq. 56 for whiclt > 1 or{ # p. This may be written in matrix notation as:
QaB

| = QTA‘AEudlu (121)

+=(53)

whereA|ap, | is @ real, positive-definite, diagonal matrix representation of the norm.

with:
(122)

Also recall that the radial component of the meridional coupling currents of the EEJ are being accounted for in the
Magsat observations viaB in Eq. 65, requiring QD degrees of up ko= 40. Hence, thél“,i will be susceptible

to instabilities similar to those df},  ,, and consequently, the associatgdfor both dawn and dusk will need to

be smoothed. Consider that the inclination of the Magsat orbit was such that no data were aquired within a cap of
half-angle of abou?® centered on the geographic polésifgel and Estesl985a]. This, combined with the fact

that J,. is expressed in dipole coordinates, makes damping the polar regions a neccessity for both dawn and dusk.
Furthermore, sincd,. shows little structure at low and mid-latitudes during dawn, there is no need to introdyce a
influence function as i@wzieqmr Although the EEJ coupling currents are present at dusk along the dip equator,
the inclusion of an influence function which is small only at low dipole latitudes is complicated, and so it is omitted in

this study.
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To this end, define a fourth type of quadratic no@);, |, which measures the mean-square magnitudg ah a
sphere at Magsat altitude & a + h,,, with h,,, = 450 km), 2, over time:

O - /T [, onsaanas [ [ [ s a2

= / / 0d7¢d7 )Slneddadd(bddT (124)
4rT
where:
1 2 40 min (k4
o= RS Zé Z dus
60 min (n,12)
Yoo Y @)+ S lmasn, (125)

n=1 m=—min (n,12)

or in matrix notation:
Qs = @' Ay @ (126)

R0

w = {T} (127)
{2f

The Az, matrix is real, positive-definite, and symmetric. It is also non-diagonal because of the imhylieatrix

multiplicaton in Eq. 125. Becausk has a period of one yedF, = 1 yr. Again, there are separag® ;| included for
both dawn and dusk.

with:

Finally, no regularization was applied to the lithospheric fields or to main field secular variation. Though arguments
could be made for smoothing them outright, the intent is to see how they are affected by the coestimation of the other
field sources. This makes CMP3 useful for core field and lithospheric studies that must avoid artificial smoothing. The
efficient parameterization of the main field secular variation will be dealt with in future versions of the model where it
will be a critical issue in extending the time domain to include satellite missions such as Oersted, Oersted-2/SAC-C,
and Champ.

4.4 Weighting

In this section the issue of data weighting is discussed. In particular, the known pdf#fioh, of the data noise
covariance matrix’,, will be defined. To do so, several simplifying assumptions are made: first, the elemeraseof
considered to be uncorrelated, renderifig' diagonal; secondly, the error processes within a particular data subset
are treated as stationary, that is, they are translationally invariant, renderifig altliagonal elements corresponding

to a particular vector component of a particular data subset equal; and thirdly, the scalar noise process is considered
Gaussian, which is only true if the process is isotropic.

In this context, the data subsets,.osubvectors, should be chosen to reflect distinct stochastic populations with
respect to both measurement error and model parameter inadequacies. The subsets considered in this study are listed
as headers of the horizontal divisions of Table 2, and are indeed divided along lines of instrumentation differences
(Magsat, POGO, and observatories) and differences in the physical properties of what is being measured (annual
versus hourly means, dawn versus dusk, high versus low/mid dipole latitude). The POGO pass is distinguished from
the POGO decimated data set primarily because of the selection procedure. Further assumptions are made concerning
the variation of the error processes with respect to orientation: the observatory annual and low/mid dipole latitude
(190° — 64| < 50°) hourly means processes are considered isotropic; the high dipole latiggde—(6,| > 50°)
observatory hourly means and Magsat dawn and dusk processes are considered isotropicYirplaae; and the
Magsat dawn and dusk mid/low dipole latitude processes are considered isotropi&i thiane.
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What remains is to assign the actual variances of the different error processes defined in this study. This is ac-
complished by iteratively adjusting a starting set of variances such thag thvalues of Eq. 98, corresponding to the
various data subsets, approach unity. This of course requires that a model be fit to the data. Because this is a computa-
tionaly intensive venture, and because only order-of-magnitude accuracy is needed, a preliminary model, denoted A,
developed during the initial stages of this study is used once for all. Only the main field partion (. . ., 13 termsin
Eq. 6) of the core and lithospheric field parameterization in the CMP3 model is included in the A model, though vector
biases are also included for observatory annual and hourly means. For the A model iond3phketg,F = (), and
G=C,s=-2,...,2,p=1,...,4, L =1,K(0) = 7TandK (# 0) = 3, and there is nd",o.; dependence. For the
magnetospherd). = I andF = Q,s = -2,...,2,p=0,...,5, L =0, K(0) = K(# 0) =5 —|l|, and there is a
linear D, dependence on the= 1 terms. Finally, for the coupling currents = 0, K4 = 30, andL,,,,, = 6 for
both the dawn and dusk expansions. The A model also includes damping on the coupling current parameters for both
dawn and dusk via quadratic norms of the fogyy, | of Eq. 123. Thea priori data noise variances used in the CMP3
model resulting from this procedure are listed in éhecolumn of Table 2.

This procedure also provides an opportunity to reject gross outliers with respect to the A model. Specifically,
residuals in the Magsat mid/low and high dipole latitude data sets greate5timdt and100 nT, respectively, are
rejected as are observatory hourly means residuals greatetihairT and POGO residuals greater tHEnnT. The
resulting measurement counts for the various data sets are listedNiithieercolumn of Table 2.

4.5 Application

The iterative Gauss LS estimator of Eq. 92 was used to estimate the parameters defined in the CMP3 model. A total
of two iterations were taken, though the second resulted in negligible adjustments, from a starting, ppiolyided

by a preliminary model known as B, a successor to A. This model differs from A only in that it includdg he

solar flux dependence of Eq. 44, and that it includes damping on the magnetospheric parameters via a quadratic norm,
Qlﬂmagl' which measures the mean-square magnitude of the magnetospherig figld,over Earth’s surface?, and

over time:

T T
0p | = / / 1Bonay (0 6y tm)|* A2 / / / dQdr,, (128)
0 Q 0 Q

The B model, also referred to as the GSFC/CU(12/96) model, has been ugtarumker et al.[1997] to study
north-south trending anomalies of lithospheric origin, particularly over Australia.

Looking at Eq. 92, the measurement vecthiis of length524230 and is provided by observatories, Magsat, and
POGO; the current model state,, whose starting value;,, was just discussed, is of lengili821; the matrix of
partial derivativesA,, is derived from Egs. 82 to 86; the weight matriX,, has been discussed in Section 4.4; and
the five ¢ = 5) quadratic smoothing normg (. = 0 for each on|J h Qlvz Joypsol? QaB,, |, andQ,; | dawn and
dusk) have been discussed in Section 4.3.

wal?

The last ingredient required is the selection of damping parameter valyessociated with each norm. Because
the matrix representations of the norms, used in this study are all positive-definite, eaghis a monotonically
decreasing function of its associated[Bloxham et al. 1989]. This has lead some researchers to construct linear-
linear or log-linear trade-off curves @P; as a function of£, and choose\; corresponding to the model that lies
at the inflection point (knee) of the curv8dbaka et aJ.1997], or construct log-log curves and select the model
lying at the point of negative unit slop&dorhies 1995]. In most of these cases, however, there is usually only
one norm applied, requiring the exploration of a trade-off curve instead of a multi-parameter surface. Because five
norms are employed in this study and because the number of parameters is large, a full trade-off study is impractical
and so the more qualitative method of visual inspection is used. This is thought to suffice for two reasons: first, the
Q; measure physically meaningful quantities about which qualitatipeori knowledge abounds and which can be
visually checked; and secondly, thehave logarithmic influence on the norms (as manifested by the trade-off curves)
and so only an order of magnitude accuracy is needed. The additional criterion of low correlation between ionospheric
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Table 1. Damping parameter values used in the CMP3 model.

Norm Damping parametenj

ngq| 1.3 x 10° (A/km)‘Q
Q‘VEJeq,p>0| 1.5 x 1072 (A/km3)_2
Q‘Aﬁmﬂ 6.3 x 10* (nT)_2
Q‘Jrl dawn 1.3 x 10! (nA/mZ)”
Q‘Jrl dusk 1.3 x 10! (nA/mZ)”

and magnetospheric coefficients was instrumental in selectin@thg | damping parameter value. The selected
values for the\; are listed in Table 1.

5 Results

The CMP3 model may be examined at two levels: the first may be called the purely inverse theoretical level, which
addresses the self-consistency of the model, i.e. fitting efficiency, parameter separability, resolution, etc.; and the
second may be called the physical plausibility level, which assesses the validity of the mathematical representations
of real physical phenomena. The first of these levels will now be dealt with.

5.1 Residuals and data fits

The most natural way of evaluating the worth of a model is to see how well it fits data from whence it was derived
(interpolatory) and data of which it has no direct knowledge (extrapolatory). To this end, Table 2 lists the unweighted
residual statistics, i.e. the mean,, and standard deviation,., of the CMP3 model for each field measure for each

of the data subsets of interest. Also listed is ¢hpriori standard deviation of the associated noigg, One can
immediately see that the, for the observatory annual and hourly means are zero, which is a result of coestimating
vector biases at those stations. With the exception of Magsat polatdaskl Magsat daw#, the remaining:,. have
magnitudes well below nT, indicating that the mean field signal of those data subsets is being described fairly well
by the model. Itis also clear that the trendrinroughly matches that af, . This is to be expected since the latter give
information on the relative importance of each data subset which the estimator then fits accordingly, as measured by
the former. In light of the assignef, values, the mid/low dipole latitude subsets of Magsat and the observatory hourly
means are fit substantially better than their high latitude counterparts; within the mid/low dipole latitude Magsat dawn
and dusk subsets scalBris fit best (uneffected by attitude errors) whilstis fit slightly worse (possibly the result

of dynamic variability in the meridional current system); the POBQ@re fit significantly worse than MagsBteven

though their numbers ang, are comparable; and the observatory annual means are fit much worse than all other
subsets (for reasons not yet fully understood).

To gain a better understanding of the residual behavior, residual histograms are plotted in Fig. 5 for the mid/low
dipole latitude Magsat dawn and dusk and observatory hourly means subsets, as well as the high latitude hourly means
subset, along with Gaussian curves having the san@ndo,.. The vector residuals of both of the Magsat data subsets
conform well with the superimposed Gaussian, everRlugstributions appear to fall within the normal regime, though
the comparison is only appropriate in the isotropic case. Conversely, the residual distributions for the hourly means
are clearly too long-tailed to be Gaussian. Histograms for the annual means and the high latitude Magsat subsets also
exhibit these long-tail features. Though it is a tautology to infer the distribution of errors on the basis of residuals
from a model, as pointed out lBloxham et al[1989], it is clear that these latter data subsets are in need of further
scrutiny, especially when considering that these outliers can have significant influence in a least-squares estimation. If
the errors in POG@ are believed to be Gaussian, then its histograms also show somewhat thickened tails, suggesting
an additional cycle of outlier rejection. Undetected outliers may be the reason for the anomalously Vadires in
both the POGO and the annual means data.
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Table 2: CMP3 unweighted residual statistigs, (o, ando,, in units of nT).
Component Number b oy oy
Observatory annual-mears
X 4047 0.0 29.7| 34.0
Y 4047 0.0| 44.3| 34.0
z 4047 0.0| 37.4| 34.0
Observatory hourly-meansg
[90° — 04] < 50°
X 56963 0.0| 10.1| 11.0
Y 57016 0.0| 12.8| 11.0
z 55978 00| 9.1| 110
|90° — 64| > 50°
X 65451 0.0| 17.0| 18.0
Y 65487 0.0| 15.5| 18.0
z 65230 0.0| 19.9] 21.0
Magsat dusk
X 9381| -0.04| 46| 54
Y 9321| -0.03| 58| 6.8
z 9382 02| 44| 54
B 11404 05| 37| 55
Magsat polar dusk
X 7985 -1.8| 15.8| 18.5
Y 7988 0.3| 16.5| 185
Magsat dawn
X 10570 02| 44| 50
Y 10537| -0.002| 4.6| 5.4
z 10588 -19| 38| 5.0
B 12441 -0.1| 36| 5.3
Magsat polar dawn
X 8483 -0.6 | 17.4| 19.0
Y 8445 0.1] 18.2| 19.0
POGO decimated
B 22685 -0.2| 51| 438
POGO pass
B 6754| -0.05| 6.7| 5.8
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Figure 5: Residual histograms for the Magsat dawn and dusk and observatory hourly means (OHM) data versus the
CMP3 predictions. The abscissa are all in units of nT, with bin width§oqfand the ordinates are counts. Gaussian
curves with appropriate, ando,. from Table 2 have been normalized to the area of the associated histogram and then

superimposed.
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Thus far, the quality of fit of the CMP3 model has been analyzed only through statistical measures. The focus now
shifts to a more datum oriented perspective as provided by selected observatory time series and satellite pass plots.
The Tucson annual and hourly means data used in the model are shown in Fig. 6 at two different time scales, along
with the values predicted by CMP3. The top panel shows all available data for the 1960 to 1985 time span along with
the predicted hourly means and main field values. At this scale, the baselines of the annual and hourly means appear
to be very similar and th& and Z predicted main fields fit both nicely. However, themain field exhibits peculiar
excursions between the hourly means clusters which define the POGO and Magsat mission envelopes. This may be
evidence for some type of annual means outlier in the vicinity of Tucson that attempts to deflect the main field in
the absence of influential hourly means data. The bottom panel shows the hourly means data for the quietest day of
each month for 1967 along with the predicted values. The fits here are truly satisfying, especially when considering
the adjustment for the jump discontinuity, due to a change in external field strength (ring-current level), between the
quietest days of May and June lhandZ.

Similar plots are provided in Fig. 7 for the Huancayo observatory, which is located under the EEJ. The top panel
shows similar behavior as in the case of Tucson, exZejg now exhibiting the excursions. Again, annual means
outliers are suspected. The bottom panel is now for the year 1966 and shows what is considered excellent fits to all
three components. Note the adjustmengirfor the jump discontinuity between the quietest days of June and July
caused by different levels of ring-current activity.

Moving to the satellite pass plots, Fig. 8 shows the fiBtdor a particular pass of POGO data that was included
in the model analysis. This pass crosses the geographic equafSiitat noon magnetic local time and its trace is
indicated in the top panel. The bottom panel shows a progression of residuals: The symbols in the top member show
observations minus the main field part of the model; the solid line represents what the model predicts for the magne-
tospheric part. The difference is shown as symbols in the next member; the solid line now represents the ionospheric
part of the model. Note that there is a clear EEJ sighature in the data, which the model is able to reproduce. Again the
difference is taken, and hence the symbols in the bottom member are observations minus main, magnetospheric, and
ionospheric parts of the model; the solid line represents the lithospheric part of the model. Since the total residual is
the only thing of interest in this section, it may be realized by comparing the squares and the black line in the bottom
member. Though the fit is satisfactory for most of the pass (roughtyT or less), it begins to diverge north of about
40° geographic latitude. This is probably due to the influence of polar current systems, whose dynamic behaviour is
not included in the model.

The fit to theZ component for Magsat dusk pa&&3, which was not included in the model, is shown in a similar
format in Fig. 9. Again, looking at the bottom member of the bottom panel reveals a fit which is satisfactory for
practically all of the pass (roughlys nT or less), although there may be some questions about the reality of some of
the features, which will be discussed in a later section. The correspoAdarglY” component residual progressions
are shown in Fig. 10. The bottom members of the bottom panels indicate fits that do not deviate by more than
about15 nT for all of X and most ofY". The obvious exception is found in the polar region south of aba@r
geographic latitude. The importance of modeling the toroidal magnetic field at satellite altitude is illustrated in the
member entitled “coupling currents” for thé component residuals. This toroidal field is caused by radial currents
impinging the sampling shell of the satellite, and there is clear evidence here for a signatur®g icoitmponent at low
latitudes: the meridional current system connected with the EEJ. This model (probably the first to include the global,
non-potential contribution at satellite altitude) is able to fit this feature.

An examination of the residual statistics and selected data fits from the CMP3 model suggest that it is doing
a satisfactory job of interpolating the data used to derive it, although this data set may still contain some outliers.

Extrapolation, at least to mid/low latitude Magsat dusk data, also seems valid. A more in depth discussion of the
observatory time series and satellite pass plots, and their physical implications, will be undertaken in Section 6.

5.2 Correlations

Whenever models are estimated from imperfect distributions of imperfect data, parameter separability can become an
issue. The CMP3 model is no exception: the observatories have a limited spatial distribution, Magsat samples only
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Figure 6: Fits of the CMP3 model to the components of the Tucson observatory annual and hourly means vector data.
The top panel shows all measured annual (triangles) and hourly (squares) means data and the predicted main field
(grey line), all in nT, over the time span of the model, in years. The bottom panel shows all hourly means (squares)
and the model predictions (black line), all in nT, for the year 1967 (indicated by the box outline in the top panel). The
abscissa in the bottom panel is discontinuous, being comprised of the quietest day of each month over the year, and
begins ab UT for each day.
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Figure 7: Fits of the CMP3 model to the components of the Huancayo observatory annual and hourly means vector
data. The top panel shows all measured annual (triangles) and hourly (squares) means data and the predicted main field
(grey line), all in nT, over the time span of the model, in years. The bottom panel shows all hourly means (squares)
and the model predictions (black line), all in nT, for the year 1966 (indicated by the box outline in the top panel). The
abscissa in the bottom panel is discontinuous, being comprised of the quietest day of each month over the year, and
begins ab UT for each day.
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POGO pass at noon MLT, equatorial crossing 59W
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Figure 8: Fit of the CMP3 model to the scald®)(values of a particular POGO pass used to derive the model. The
top panel shows the angular positions of the pass locus, which in this case crosses the geographic 8gt\tat at

noon magnetic local time (Cylindrical Equidistant projection). The magnetic dip equator can also be seen. The bottom
panel is a suite of residual plots for tiiedata from this pass as a function of latitude. The progression is from the top

to bottom member, with a given member showing residuals with respect to the main field plus all preceding labeled
fields (squares) and the component of the predicted currently labeled field in the direction of the main field plus all
preceding labeled fields (black line). All ordinates are in nT.
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Magsat dusk pass 263
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Figure 9: Fit of the CMP3 model to thd component of the Magsat dusk p&&s, which was not used in deriving

the model. The top panel shows the angular positions of the pass locus, which in this case crosses the geographic
equator afl 29°W (Cylindrical Equidistant projection). The magnetic dip equator can also be seen. The bottom panel

is a suite of residual plots for thg data from this pass as a function of latitude. The progression is from the top to
bottom member, with a given member showing residuals with respect to the main field plus all preceding labeled fields
(squares) and th8 component of the predicted currently labeled field (black line). All ordinates are in nT.

37



Magsat X residual suite

20 . Magnetosphere

20f . o lonosphere

-90 -60 -30 0 30 60 90

Magsat Y residual suite

40 , Magnetosphere

00 | | e | | | |
40 7 lonosphere

40 7 Coupling currents

40; . Lithosphere

: : : : :
-90 -60 -30 0 30 60 90

Figure 10: Fits of the CMP3 model to the andY components of the Magsat dusk pa§8. The top and bottom
panels are suites of residual plots for tieandY data, respectively, from this pass as a function of latitude. The
progression is from the top to bottom member, with a given member showing residuals with respect to the main field
plus all preceding labeled fields (squares) andXhandY components of the predicted currently labeled field (black
line). Note that fields from coupling currents are now included. All ordinates are in nT.
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two local times, and POGO provides scalar measurements only. Combine this with the fact that global, high-resolution
parameterizations of fields from several sources are being coestimated, and one can see that separability problems are
inevitable. The usual remedy is to either reduce the number parameters or include some sort of regularization, which
is commensurate to adding perfect data. To diagnose this problem, one can examine the correlations between model
parameters or some linear functionals of them. If #ig-th element of the parameter error covariance matrix is given
by:

(CI)” = Vil'i : V&l'j (129)
whereV ,z; is the gradient of the-th parameterz;, with respect to the data (includiregpriori information),a, then
the @j)-th element of the parameter correlation matiy, is given by:

Vgxi . VQSU]'

(Re)y; = Vo] [Vaz,]

= COS ;i (130)

whereyp;; is the angle between the gradientscpfaindz;. Low or negligible correlations indicate that parameters are
being distinguished by either a good data distribution of the right type of measurements and/or by regularization, while
excessive correlations indicate that either the data distribution and/or the measurement types and/or the regularization
is not sufficient for separability, which in any case suggest a reparameterization or enhanced regularization.

Elements of the CMP3 correlation matrix whose absolute value exéegdgre examined to gain an understand-
ing of the separability problems. This threshold was chosen since it corresponds tofaapproximatelyt5°, the
geometrical halfway point between the two extremes of being fully uncorrelated or fully correlated. The first of five
major categories of correlations at this level is found betweenthef Eq. 6 forg > 0, i.e. between the coefficients
describing main field secular variation. These correlations are both positive and negative and are predominantly be-
tween the real or imaginary parts whagealues are withint4, but whosen andm values can be quite different.
This may be attributed to the fact that the main field is no doubt over parameterized in the temporal domain, especially
between the POGO and Magsat mission envelopes, and the behavior of the four Besptines within each knot
interval cannot be separated in many cases. Correlations between diffeaadtn values indicate that the obser-
vatory spatial distribution is not sufficient to resolve the secular variation of all the harmonics without some type of
regularization being employed.

The second category includes correlations amongst the observatory biases for both annual and hourly means. Itis
comprised of two types: those between biases at the same location; and those between biases at different locations.
The former includes correlations across station breaks that may be due to both segments cross-talking with a main
field secular variation which itself is correlated at that time scale, and correlations between the annual and hourly
biases. Correlations between biases at spatially distinct points are intriguing because they may provide insight into
spatial correlation lengths of crustal field sources on local scales. To investigate this, a global map was produced in
which the locations of spatially distinct observatories were connected by a line if any annual or hourly means bias
component of one was correlated with any annual or hourly means bias component of the other with an absolute value
above(.7, and is shown in the top panel of Fig. 11. The box outlines the European sector, which is zoomed in on
in the bottom panel, and the circles have been added to help guide the eye to some of the more obscure lineations.
The first thing to notice is that none of the line segments is longer than &baitarc and most are much shorter.

This corresponds well with the resolution limit of thé,,,, = 65 truncation level of the core and lithospheric field
expansion, and one would expect that any coherence at lengths longer than this would be described by the model.
The second thing to notice is that the largest concentration and length of lines are found in Europe. This follows
from the fact that the highest concentration of observatories is found in Europe. If a significant crustal correlation
length is present elsewhere in the world, but is only sampled by one observatory, then this exercise will fail to detect
it. Although a detailed interpretation will certainly not be attempted here, it must be said that some of the lineation
patterns in Europe do appear to be related to known geological features. The polygon defined by the Tromsg(TRO),
Abisko (ABK), and Kiruna (KIR) observatories agrees well with the location of the Kiruna crustal anomaly, while
the east-west lineation between Nuramji' (NUR) and Voyeykovo (LNN) may be related to the Kursk anomaly. The
complex of Wien Kobenzl (WIK), O Gyalla Pesth (OGY), Tihany (THY), and Nagycenk (NCK) and its extension to
Furstenfeldbruck (FUR) and Castellaccio (CAO) seems to follow the fabric of the Alpine region, while the east-west
lineations in the Iberian peninsula may also be following regional trends.

The third group contains correlations found between the real or imaginary parts of the ionospheric parameters,
52319! and are mostly of the type having like p, and!/ indicial values, but differenkt values, usually above?7.
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Figure 11: Observatory bias correlations between spatially distinct locations with absolute value8.atshaevn

as connecting lines (Cylindrical Equidistant projection). This includes correlations between any component of one
observatory bias with any component of another. Circles have been added to the top panel as a visual aid in locating
some of the more obscure lineations.
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Apparently the high latitudinal resolution provided by each of these functions is not being distinguished by the data or
the regularization.

Similarly, the fourth group contains correlations that are exclusively between the real or imaginary parts of the
dawn or dusk coupling current parametef's,, with like £ and! indicial values, but different values. Even with the
phases of the basis functions fixed, the Magsat data and regularization are unable to resolve the associated amplitudes
at this level.

The first four major categories of correlations involved those between parameters describing the same field source.
These have been present in the main, ionospheric, and local crustal anomaly (biases) fields and fields from ionospheric
coupling currents, and may be attributed for the most part to an over parameterization in time or space. The last
category, however, represents the only significant cross-talk between field sources in the model. It involves negative
correlations between the parameters of the hgpdependent magnetosphe,az%$ , and the |onosphere,CS , having
like k, [, s, andp values. In a preliminary CMP3-type model that does not mcluder@B | smoothlng, these
correlations exist in thé < 4 band. For the CMP3 model, these correlations exceed. théhreshold £0.70 to
—0.81) only for the “tilt” component ¢ = [ = p = 1) of the magnetic local time dipole, and most of that is in the
noon-midnight direction (real part). Separation of these two field sources can only be accomplished by the Magsat
and POGO satellite data, which of course sample the region between them. Hence, these correlations are considered
diagnostic of poor data distribution and/or data type. To further illuminate this problem and judge its effects, the raw
parameter correlations were mapped into measurement space, i.e. correlations were computed between two linear
functionals of the parameters. If two field measurement tyBgsand B;, are represented by the two function@ﬁg,
andf " respectively, such that: B

Bo=f'z, By=flz (131)

—a

then their correlationR,;, is given by:
1.Cx4,

VLo Cal o\ J£,Ce1,

Specifically, Fig. 12 shows global maps (Mollweide projections) of the correlations between the pré&daciago-

nents of the magnetospheric and ionospheric fields from the preliminary CMP3-type model at Magsat 4tk (

for March 21, 1980, centered on noon magnetic local time, but for different magnetic universal times (MUT). As ex-
pected, the correlations are negative over almost the entire globe. The most striking features are the twin negative
lobes located symmetrically about the geographic equator in the dusk sector, which persist for much of MUT. A peak
negative correlation of0.76 is found on the northern lobe. Hence, these correlations exceédniliereshold only

over very localized portions of the maps, and may indicate that the overall cross-talk between magnetosphere and
ionosphere is not that severe. However, inspection of predicted ionospheric field components at some observatory lo-
cations indicates substantial compensation by the magnetosphere, particularly over the summer and fall seasons where
there is a paucity of Magsat data. For CMP3, a similar plot shows correlations whose magnitudes do ndi.8xceed

and predicted observatory time series show little if any compensation between magnetosphere and ionosphere.

Rap = (132)

5.3 Resolution and calibration

In a statistical framework, the LS objective functidi{z), is the negative exponent of a Gaussian probability density
function (pdf) whose maximum likelihood is sought, and its terms represent the conjunction of information coming
from products of Gaussigmif’s. The relative importance of these pieces of information is conveyed through the data
misfit factors and the damping parameters. How these are chosen and what their effects are upon the model state are
matters of resolution and calibration. The former gives insight into what and how many parameters are determined by
which particular pieces of information, at least in the statistical sense, while the latter provides a guide to making the
formal errors consistent with reality, at least as measured by the data.

Various quantities related to these matters have been computed for the CMP3 model and listed in Table 3. All have
been introduced in Section 4.2, and reflect both the data subsets defined in Table 2 and the various norms discussed
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Figure 12: Global correlation map between the predictezbmponents of the magnetospheric and ionospheric por-
tions of the field from a preliminary CMP3-type model, with @?AEM\ smoothing, on the sphere= 6821.2 km

for March 21, 1980 (Mollweide projection). Each of the four panels is centered on noon magnetic local time, but for
different magnetic universal times (MUT). The associated induced contributions are included in both magnetospheric

and ionospheri&’.

Table 3: CMP3 resolution and calibration information.

Data subset L. (Z) N; | tr[Ry,] | ELr(Z)] s3,
Observatory annual-means 14851.7| 12141| 2005.7 10135.3| 1.47
Observatory hourly-means

|90° — 64| < 50° 163532.9| 169957| 2088.4| 167868.6| 0.97
|90° — 84| > 50° 165512.9| 196168| 1378.4| 194789.6| 0.85
Magsat dusk 24975.8| 39488| 2731.6 36756.4| 0.68
Magsat polar dusk 12177.0f 15973 213.2 15759.8| 0.77
Magsat dawn 27684.6| 44136| 2639.7| 41496.3| 0.67
Magsat polar dawn 14861.5| 16928 193.0 16735.0/ 0.89
POGO decimated 25608.1| 22685 636.8 22048.2| 1.16
POGO pass 9011.4| 6754 189.4 6564.6| 1.37
subtotal 458216.0| 524230| 12076.2| 512153.8| 0.89
Norm Le, () M; | tr[Rg,] | E[Le;(Z)] 52
Q\ieql 10355.6| 5520| 1668.2 3851.8| 2.69
Qvzy, ol 1173.2| 4910| 1459.9 3450.1| 0.34
QaB,,,| 3040.9 740 617.6 122.4| 24.85
Q,s,] dawn 757.9 1044 474.6 569.4| 1.33
Q|,| dusk 746.2 1044 524.4 519.6| 1.44
subtotal 16073.8| 13258| 4744.8 8513.2| 1.89

| grandtotal | 474289.8] 537488] 16821.0] 520667.0] 0.91 |
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in Section 4.3. Focusing on the fourth column, which gives the trace of the resolution matrix corresponding to either
the data subset or the norm, it can be seen that the combined data sets are resolvig%buiuhe 16821 total
parameters. Of these, abdi3®o, 48%, and7% are resolved by the observatories, Magsat, and POGO, respectively. As
for the norms10%, 8.5%, and3.5% of the parameters are resolved@w hQveg andQag,, |, respectively,

while @, ;.| dawn and dusk both resolve ab@dt of the parameters.

eq, p>0"

While these numbers tell how many parameters are resolved by a certain piece of information, they do not tell
which of the parameters are resolved. In many cases a common sense approach can be used. For instance, it is very
likely that the main field baseline terms, whose epoch is 1980, are resolved by the Magsat data. The secular variation
is resolved by the observatories and also by POGO when inside its mission envelope. The high degree lithospheric
field is probably resolved mostly by Magsat, and the fields from coupling currents certainly are, though regularization
is present. It is not so obvious, however, which data sets are resolving what parameters in the magnetospheric and
ionospheric expansions. To address this, consider the resolution matrix froithtiaata subsetz;, . Itsi-th row
is the resolving kernel, or averaging function, for the expected value of that portion 6lihestimated parameter,

E [#;], attributable to thg-th data subset, denotddl[z; ;], over the true parameter spage,One can also construct
resolving kernels for the expected value of that portion of some estimated quéaHtty attributable to thg-th data
subset, denoteff [Z;], that is a linear functional{ , of the parameters:

x (133)

The E [Z;] then gives a statistical measure of the contribution ofjtttedata subset t&. Unfortunately, these cannot
be directly compared since the true valugsare unknown, but one can establish upper-bounds on the contributions
which can be compared:

E[%] = |z (134)
< eyl lzl (135)

|E [Z4]] _
|£|J < ra| = e (136)

If the Euclidean norm is used, then tipe ; factor gives a statistical upper-bound on the ratio of the absclute
contribution from thej-th data subset to the length of Although these upper-bounds are very loose, they may
still help in determining which parameters are likely resolved by what data.

Rather than computg factors for the real and imaginary parts of each parameter in the magnetospheric and
ionospheric expansions, factors were instead computed for the amplitude of the complex parameters propagated to
March 21 and June 21, 1980 for the observatories, Magsat, and POGO. These are shown in Fig. 13. These seasons
were chosen because their Magsat data concentrations vary so significantly, and a single year was chosen because both
fields have d 2 mo periodicity, when excludingyq. and D, effects. The propagations (linear functionals) eliminate
the need to show explicitly. The factor for the amplitude of a complex coefficignt,, is related to the factors for its
real, py[.}, and imaginarypy.;, parts as:

Pzl = A/ P T P32 (137)

The top panel shows the results for the ionosphere. The upper-bounds for the Magsat data consistently dwarf those
of the observatories and POGO across all parameters and both seasons. The bounds diminish with ihdogasing
fixed p andl for all three subsets. Although there appears to be no significant variation betiMeertkets, there is a

slight decease in baseline of the bounds with increasifigis behavior witht is probably related to the influence of

the QWQJ _, horm, which generally increases with The bottom panel shows the results for the magnetosphere.
Here, the effects of th®,, dependence are accounted for by using its value at midnight on the given days. Again, the
upper-bounds for the Magsat data are orders of magnitude larger than those of the observatories and POGO, and again,
there is a general decrease in bounds with incredsipgobably a result OQIAEM\' The effects of the higheb;

level on June 12 can also be seen inkhe 1 factors. There also appears to be a strong pe&dk=at = p = 1 across

both ionospheric and magnetospheric profiles at both seasons. This is probably related to the correlation between these
parameters which still remains in the CMP3 model, and may be illustrating a “smearing” of the resolving kernels for
those parameters. Although itis plausible that Magsat could have a higher potential influence on these fields than both
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Figure 13: The p factors” for the ionospheric parameter amplitu@é@ and magnetospheric parameter amplitudes
|chp| on March 21 and June 21, 1980 for Magsat, POGO, and the observatory hourly meaiksinde increases

linearly to the right over the appropriate range within thend! bracket. Thep for |M2p| also includes the effects of
Dy, activity at midnight for the given days, beidghT and13 nT for March 21 and June 21, respectively.
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observatories and POGO, differences of several orders of magnitude ip hetdr” upper-bounds is surprising, but
may be explainable by some sort of “smearing” mechanism.

Returning to Table 3, the last column lists the data and prior misfit factors. As discussed in Section 4.2, these are
measures of the consistency between the predicted and actual errors of the model, and give an indication as to how
the relative importance of the termsdl{z) should be adjusted to attain this consistency. These factors are of course
not independent and the adjustment of one will affect the others in complicated waBefseeand Wild1989] for
discussions on the related topic of iteratively reweighted least-squares (IRLS)). However, vaglieeroﬁi above
(below) unity would suggest a relative decrease (increase) in influence is warranted for the information from that data
subset or norm. Hence, the data misfits show that the mid/low dipole latitude observatory hourly means subset is
about right, the observatory annual means and both POGO subsets are too zealous, and the others are too meek. This
may be partly due to substantial outliers in the annual means and POGO pass subsets that must be down-weighted.
Meanwhile, the prior misfits reveal aggressive damping on all b“g\hﬁsim,m\ norm, which is evidently under
damped. Given that it is difficult to make definitive statements about the effects of changing damping parameters,
perhaps the fact that th@, ;_ | misfit is over2.5 times andQ A g, | is over24 times larger than their optimal values
suggests that their level of damplng should be decreased, though the latter is smoothing terms which are considered,
as a whole, minor. Finally, the misfit over all data subsetsjs 0.89. This suggests that the data uncertainties, as
well as the elements of the error covariance matrix, be reducdd%yto achieve calibrated error estimates. Given
the complexity of the CMP3 model, tlzepriori data weights, as a whole, are not considered far from optimal.

6 Discussion

In this section the examination of the CMP3 model moves to more physical grounds. The salient features of the model
are compared with, and assessed in light of, other works and with the known physics of the near-Earth magnetic field.

6.1 Previous comprehensive models

Before a discussion of the various source fields is undertaken, it is instructive to compare the CMP3 model with its
predecessors introduced in Section 1.3 in terms of residual statistics alone. As stated earlier, both GSFC(12/93) and
GSFC(8/95-SgM) are based upon quiet time POGO, Magsat, and observatory hourly means data. Annual means data
are also included. The GSFC(12/93) model incorporates two separate degretjoraen field spherical harmonic
expansions, one for965 — 1970 covering the POGO mission and one @79 — 1980 covering the Magsat mis-

sion, but common magnetospheric and ionospheric expansions of degreé/andedegre@0/order4, respectively.
Furthermore, the longitudinal dependence of these latter expansions is in terms of the local time angle, and the mag-
netospheric expansion includes degree-one terms which are linearly dependent upgnititex in order to model
ring-current variations. An associated induced field expansion of d@ffeeder4 was also estimated along with
observatory vector biases for the combined hourly and annual means.

The GSFC(8/95-SgM) model uses the same continuous main field parameterization as CMP3. The magnetospheric
field is the same as for GSFC(12/93), but now includes annual and semi-annual seasonal variations; the ionospheric and
induced fields are also the same except that the expansions are now truncated & dedraenual and semi-annual
variations are present; and separate observatory biases are also estimated for the hourly and annual means.

A comparison of the unweighted residual statistics for these models, as well as for the GSFC/CU(12/96) model
introduced in Section 4.5, is given in Table 4. Note that the data sets are only identical between CMP3 and GS-
FC/CU(12/96), otherwise the statistics are arranged by qualitatively similar groupings. The first things to notice are
the large residual means and standard deviations for the observatory data with respect to the GSFC(12/93) model.
These are a result of estimating a single set of vector biases for both hourly and annual means at a particular station,
a practice discontinued in subsequent models. With the exception of mid/low dipole ldtitbdeveen CMP3 and
GSFC/CU(12/96), the,. for all components of the hourly means data decrease with increasing model sophistication.
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This is not so, however, for the annual means data and is probably due to the fact that these data are down-weighted
in CMP3 and GSFC/CU(12/96) relative to GSFC(8/95-SgM). The Magsat data sets also exhibit a deargase in

the models progress, even when considering the corrected versus uncorrected dusk data sets. For GMRS, the

the vector components of the mid/low latitude Magsat data are actually less thémTh#uxgate accuracy quoted

by Langel and Hinzg1998]. Theo, for the larger of the two POGO data sets does not increase when progressing
from GSFC(8/95-SqM) to CMP3, but increased slightly for the special whole pass data set when progressing from
GSFC/CU(12/96) to CMP3. Overall, the CMP3 model is providing superior data fits to that of the other models,
however, this is to be expected given the larger number of DOF’s in this model.

6.2 Core and lithospheric fields

By virtue of their high quality measurements of Earth’s magnetic field through time at fixed spatial locations, observa-
tory time series are uniquely qualified to assess the validity of the main field secular variation. Recall from Section 5.1
that the predicted main field was in good agreement withittend Z components of the Tucson annual means (see

Fig. 6) and theX andY components of the Huancayo annual means (see Fig. 7). The agreement is actually good for
all components for the vast majority of the annual means stations used in the model and this is taken to indicate that
the main field secular variation is properly represented in CMP3.

While observatory time series can characterize the temporal variation of the fiel, gpectrum of.oweg1974]
and Mauersberge{1956], which measures the mean-squared internal field magnitude over a sphere at a particular
epoch per spherical harmonic degree, can provide information on the spatial character of the model. The spectrum for
CMP3, computed at = 6371.2 km and epoch 980, shows the expected distinct change in slopadf?,,) around
n = 14 where core gives way to crustal domination, as noteddngel and Estefl982]. However, there also appears
to be a distinct noise “floor” emerging prior to = 50. This type of behavior is also reported in the spectrum of the
MO7AV6 model ofCain et al.[1989b]. This suggests at least three spectral regimes: a low-degree core dominated,
a mid-degree crustal dominated, and a high-degree noise dominated. Since the assignment of boundaries between
the regimes can be somewhat subjective, especially when done visually, a more objective approach was developed in
which a three-segment best fit linear piecewise regression (BFLPR) to unwelglifeg) (excludingln (R;)) was
performed as a function of degree partitioning, i.e. the degree boundaries were chosen which minimized the total
misfit. The resulting BFLPR is:

(—=1.27+0.07) -n+ (208+0.7) forn= 2-14;
In(Ry) =4 ( 0.05+002)-n+( 1.7+£0.7) forn = 15— 42; (138)
( 0.11£0.03) -n—( 0.7+£1.7) forn=43—65;

and is shown along with the raw,, values in the top panel of Fig. 14. Points of intersection between regressions

for core and crustal, core and noise, and crustal and noise dominated regimes occur Bt.5, n = 15.6, and

n = 42.4, respectively, as compared to the core and crustal value-6f14.2 given byCain et al.[1989b]. Under

the assumptions of optimal (Wiener) filteringress et al. 1992], the noise spectrum is considered uncorrelated with

that of the core and the crust and is hypothesized to follow the same trend at lower degrees as established at higher
degrees. The bottom panel of Fig. 14 shows the BFLPR, over the same core and crustal dominated regimes of the top
panel, toln (R,,) after subtraction fronk,, of noise values extrapolated from the linear regression for the high-degree
spectrum, and is given by:

In(R,) =

{ (—1.27 +£0.07 ) -n+(208+0.7) forn= 2—14; (139)

(—0.016 + 0.023) -+ ( 2.8+ 0.7) forn =15 — 42

While the noise correction has had a negligible affect on the core dominated spectrum, it has removed practically all of
the slope in the linear regression for the crustal dominated portion, rendering it nearly level. TheRadatisyhich
the spectra become level may be an indication of the maximum depth of the current source layers associated with that
part of the magnetic field, and for a power law of the faRm = ¢ - (d)™ at radiusR it can be shown thaain et al,
1989b]:

R = RVd (140)

whereln (d) is the slope of the linear regression. Applying this to the corrected core spectrum yields a leveling depth
of 107 £ 125 km below the seismic core-mantle boundary (CMB) at 3485 km. This falls generally in between
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Table 4: Comparison of unweighted residual statistigsgndo,. in units of nT).

CMP3 GSFC/CU(12/96) GSFC(8/95-SqM) GSFC(12/93)
Component Number Lo or Lo or Number  p, or Number I or
Observatory annual-means (Magsat epoch)
X — — — — — — — — 932 7.8 228.5
Y — — — — — — — — 932 16.4 202.4
z — — — — — — — — 932 284 4138
Observatory annual-means (POGO epoch)
X — — — — — — — — 1901 11.7 2323
Y — — — — — — — — 1901 317 300.2
z — — — — — — — — 1901 28.8 397.8
Observatory annual-means
X 4047 0.0 29.7 0.0 28.5 4048 0.0 26.0 — — —
Y 4047 0.0 443 0.0 40.1 4048 0.0 26.0 — — —
z 4047 00 374 0.0 33.7 4048 0.0 319 — — —
Observatory hourly-means (Magsat epoch)
X — — — — — — — — 25200 7.6 57.5
Y — — — — — — — — 25200 1.5 58.9
z — — — — — — — — 25200 -0.8 48.9
Observatory hourly-means (POGO epoch|
X — — — — — — — — 250488 -1.0 22.3
Y — — — — — — — — 250488 -0.4 21.8
z — — — — — — — — 250488  -0.2 26.8
Observatory hourly-means
[90° — 64| < 50°
X 56963 0.0 10.1 0.0 11.4 | 153544 0.0 14.8 — — —
Y 57016 0.0 12.8 0.0 12.1 153544 0.0 14.2 — — —
z 55978 0.0 9.1 0.0 10.2 153544 0.0 111 — — —
[90° — 64| > 50°
X 65451 0.0 17.0 0.0 17.9 74712 0.0 19.4 — — —
Y 65487 0.0 15.5 0.0 17.6 74712 0.0 17.5 — — —
z 65230 0.0 19.9 0.0 20.8 74712 0.0 22.4 — — —
Magsat corrected dusk
X — — — — — 11060 0.3 103 11060 1.2 114
Y — — — — — 11060 0.3 13.4 11060 1.4 14.7
z — — — — — 11060 0.3 8.2 11060 -0.2 10.7
B — — — — — 12399 -0.3 7.5 12399  -0.2 9.3
Magsat dusk
X 9381 -0.04 4.6| -0.04 5.3 — — — — — —
Y 9321 -0.03 5.8 0.0 6.8 — — — — — —
z 9382 0.2 4.4 0.1 5.4 — — — — — —
B 11404 0.5 3.7| 1.04 5.5 — — — — — —
Magsat polar dusk
X 7985 -1.8 15.8| -2.5 17.6 — — — — — —
Y 7988 0.3 16.5 1.0 17.6 — — — — — —
Magsat dawn
X 10570 0.2 44| -0.3 5.1 10595 -0.4 7.1 10595 -0.6 8.4
Y 10537  -0.002 46| -0.1 5.2 10595 -0.1 7.4 10595 -0.4 9.6
z 10588 -1.9 3.8| -0.8 4.7 10595 -0.2 6.2 10595 -0.1 9.2
B 12441 -0.1 3.6| -0.6 5.2 12460 -0.6 7.4 12460 -0.1 9.7
Magsat polar dawn
X 8483 -0.6 174 -1.3 18.3 — — — — — —
Y 8445 0.1 18.2| -1.8 19.4 — — — — — —
POGO original
B — — — — — 57434  -2.0 8.0| 172300 0.1 5.7
POGO decimated
B 22685 -0.2 5.1 0.0 5.1 — — — — — —
POGO pass
B 6754 -0.05 6.7 0.0 6.4 — — — — — —

47




the values ofl 74 km given byLangel and Estef1982] and80 + 46 km given byCain et al.[1989b], although the
unweighted error envelope encompasses these values as well as several km above the CMB. The leveling depth for the
crustal spectrum i5§0 + 74 km below Earth’s surface, where tiZain et al.[1989b] value i21 km, and though this

may be a satisfying resultin and of itself, it should not be taken out of context given the overly simplifying assumptions
that have been made. There is evidence from the statistical models of crustal magnetiziizksof{1994] that the

crustal power may be increasing with degree over this range and only at higher degre28() does it begin to fall

off. For comparative purposes, however, these exercises show th&f, tepectrum of CMP3 is in good agreement

with previous work.

In light of the discussion otk,,, the lithospherically dominated portion of the internal field model is taken to be
n = 15—42 and inspection of global maps 8. for n > 42 confirms that noise and external field contamination begin
to dominate in that range. Therefore, the nominal lithosphBrienap from CMP3 reflecting degrees= 15 — 42
is shown in Fig. 15. Thé\Z (or —AB,) map forn = 15 — 65 of Ravat et al[1995], henceforth referred to as
the RLPAA map, will be the standard by which the CMP3 lithospheric field will be compared. It is derived from
Magsat data using various data processing techniques as well as techniques for modeling and removing ionospheric
fields, and a covariant spherical harmonic analysis procedure to isolate common dawn and dusk lithospheric anomaly
features. The first point to make is that both maps are in excellent agreement with regards to the shapes and locations
of the major well-known anomalies such as Kiruna (A), Kursk (B), Bangui (C), Gulf of Mexico (D), Kentucky (E),
Australian Bight (F), etc. (where the letter identifies the corresponding anomaly in Fig. 15), however, the CMP3
anomalies in many instances appear to have larger magnitudes, as n3ch &8% in some cases. This may be an
effect of applying Kaiser filteringaiser, 1974] with a cutoff ofl2000 km to equatorial/mid latitude Magsat vector
data used in deriving RLPAA, resulting in diminished amplitudes. Another effect of this type of along-track filtering,
in the case of Magsat, is the removal of generally north-south trending anomaly features. Some evidence of this may
be seen, for instance, when comparing the maps in the eastern Australian basin regionP@jsker et al[1997])
and the region of the 1zu-Bonin subduction zone (3{)°(N, 140°E). Other CMP3 north-south lineations, such as those
in the South American mid-continent region just south of the dip equator (1), do not appear to be of lithospheric origin,
but rather are manifestations of external field contamination. There is also a very conspicuous feature centered near
55°N, 90°E in northern Siberia (J) on the CMP3 map interpreted to be an artifact of poor data control due to the fact
that gaps exist in the selected Magsat dawn and dusk pass coverage in that area.

To facilitate the comparison at high latitudes, polar maps aBo¥H and below60°S of the nominal lithospheric
B, are shown in Fig. 16. Because the RLPAA map is derived from Magsat data alone, it is not considered valid above
about83°N or below abouB3°S. However, within the region of plausibility, the RLPAA and CMP3 maps agree very
well in general shape and location of the major known anomalies. Again, the anomaly intensities run generally higher
for the CMP3 maps. There are a couple of notable differences, such as the slight shift of the northern Greenland
anomaly (K) (where the letter identifies the corresponding anomaly in Fig. 16) from a position on the northwest coast
in RLPAA to a more north-central position in CMP3, and the emergence of a significant negative anomaly centered
over the south magnetic dipole position (IZp¢S, 109°E) in CMP3 that is absent in RLPAA. The polar maps also
reveal quite a lot of structure in the CMP3 lithospheric model that lies near the geographic poles, outside the region
of Magsat data coverage. Recall that CMP3 includes data from the POGO satellites OGO-2, OGO-4, and OGO-6,
whose orbit inclinations wer&7.3°, 86.0°, and82.0°, respectively. Thus, the gap in polar coverage for CMP3 has
been reduced to caps of half-angle of abdut A better standard for comparison in these regions is therefore the
POGO-derived anomaly maps bangel[1990]. Since these are maps of scalar anomalies reduced to pole, they
should be very close thZ and AB, near the north and south poles, respectively. The strong positive-negative
anomaly pair entwined at the north pole (M) also appear on the POGO map, except here the intensities are stronger
than can be accounted for by upward continuation to5h@km level of the POGO maps. Near the south pole
there is a strong negative lineation (N) that parallels 88 —315° meridian and corresponds very well with the
Trans-Antarctic mountain chain. This feature is diffuse and fragmented at best in the POGO map. Again, the strong
negative anomaly over the south magnetic dipole (L) is missing in the POGO map. Finally, there is a new feature (O)
in the CMP3 map located at abak@°S, 90°E which has the distinction of being the most instense of all anomalies
in this degree range (almo3® nT). While it has no counterpart in the POGO map, the CMP3 model does include
POGO measurements over the bulk of this region. However, since the POGO data gap also transects this feature, an
interpretation must be suspended until further analysis is done.
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R, spectra for CMP3 model at Earth’s surface
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Figure 14: A comparison oR,, spectra for the CMP3 model at= 6371.2 km for epoch 1980 corrected (bottom)

and uncorrected (top) for high degree noise contamination. The solid lines in the uncorrected plot are the three best fit
linear piecewise regressions (BFLPR)td R,,) as a function of degree partitioning. The solid lines in the corrected

plot are the BFLPR, over the same low and mid degree segmerits(/&,) after subtraction of values extrapolated

from the linear regression for the high degree segment in the uncorrected spectrum.
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Lithospheric B, for degrees 15 to 42
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Figure 16: Polar maps abo8°N (top) and belows0°S (bottom) of the CMP3 lithospheric contribution (degrees 15
to 42) toB,. on the sphere = 6771.2 km (Stereographic projections). Letters identify particular anomalies referenced
in the discussion.
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As alluded to earlier, the observatory vector biases are closely related to that portion of the crustal signal which
resides above the truncation level of the internal field expansion. A listing of the CMP3 biases and their associated
calibratedlo error is given in the tables of Appendix A for both the OHM and OAM. Of #8 stations providing
both hourly and annual means data, error envelopes of correspondidg, Y, and Z components of the hourly
and annual means bias vectors overlappe®in 186, and187 cases, respectively. Of tt3® assigned OHM station
breaks,lo error envelopes of correspondifg, Y, andZ bias components of adjacent segments overlappéd,in
19, and23 cases, respectively, while of tli@ assigned OAM station breaks, the same counts wW&r87, and42,
respectively. This means that the baselines of the hourly and annual means are statistically indistinguishalate at the
level for the majority of stations providing both. Likewise, more than half of the assigned hourly and annual means
station breaks are not seen at ilselevel. The implications are that perhaps a reduction in the model parameter space
commensurate with these statistics be undertaken, although it is noted that these statistics depend upon the spatial and
temporal structure of the basis functions and not the actual field values themselves.

6.3 lonospheric field

The most dominant of thes-region ionospheric expansion coefficients &¢s;,,} = 2.8 nT followed by

R{&3 .} = —1.5 nT. Both are magnetic local time termis< p) with no seasonal variatios & 0) whose maximum
amplitudes are centered at the sub-solar point (real parts) and contribute to the two major Sq foci of anti-polarity in the
northern and southern hemispherkes-( = 1). The first coefficient, however, describes the clear, regular diurnal vari-
ation (p = 1) of such a field through the course of a solar day, while the second imparts some semi-diurnal variation
(p = 2) to this.

The influence oft{£; , ; } can be seen in global maps of theregion equivalent current functioh of Eq. 105.
In Fig. 17, ¥ is shown at magnetic local noon on March 21, 1980, but for different values of MUT, thus allowing
behavior with respect to universal time to be probed. A valugigf; = 140.0 - 10*22W/m2/Hz, an average over
the time span of this model, was used to generate the maps. The dual Sq foci are indeed the major features, showing
a slightly asymmetric current load (with respect to the roughly equal magnitude expected at equinox) flowing in
oppositely directed vortices in the northern (counter-clockwise) and southern (clockwise) hemispheres in accordance
with Eq. 104. The total current flowing in the northern (southern) vortex is the same (slightly lower) than that reported
by Malin and Gupta[1977], who also include@ = 0 terms. Besides these, there are several other items of interest:
a significant decrease iV | exists for much of the darkside hemisphere at all MUT, indicating thatggeeq|
constraint is effective; the boundary between the two foci is coincident with the dip equator at all MUT, i.e. current
flows tangent to the dip equator at and near local noon, thus affirming the utility of the QD constraints; there is also
some amplitude and shape modulation with MUT that is beyond what is inherent in the QD constraints and which is
attributable to non-local time variation; and there is a marked incregd&&lm parallel to the dip equator at and near
local noon for all MUT revealing an enhanced eastward current flow, which is in fact the EEJ.

In Fig. 18, ¥ is shown at noon magnetic local time in the center of the figure, but for the equinoxes and solstices
of the various seasons, thus allowing behavior with respect to seasonal angle to be analyzed. A distinct seasonal
variation is evident, as expected. Very clearly, the summer focus occurs at earlier local time than the winter focus,
a known feature which persists at all MUT. Though not apparent in Fig. 18 at noon MUT, similar plots at midnight
MUT show a minimum northern (southern) focal current intensity in December (June) and a maximum northern focal
intensity in June, as expected, but a maximum southern focal intensity in September. This general peculiarity in
focal intensity variation with season is likely attributable to Q'qu\ constraint which imposes circuit closure on the
dayside hemisphere and, together with the static ionospheric field, may very well be modifying the expected variation.
Seasonal oscillations i focal intensities with respect to a preliminary CMP3 model includin@@eq| constraint
are indeed of higher amplitude, confirming this idea.

The signatures of the current systems implieddbgan be seen in the ionospheric contributions to the vector
components of Magsat dusk paX#3 in Figs. 9 and 10. If the foci were perfectly symmetric about the equator, and
if the ascending pass of a satellite tracked directly over their centersXtreemd Z would be even and odd functions
of latitude, respectively, and would vanish. Specifically, as the satellite moved from the polar flank to center of the
southern focusX would rise from zero to its maximum and then fall to zero wiiflevould rise from its minimum,
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Figure 17: Global maps of ionospheficregion equivalent current functickh for March 21, 1980 (Mollweide projec-

tion). A value ofFyg7 = 140.0 - 10’22W/m2/HZ, an average over the time span of this model, was used to generate
the maps. Recall from Eq. 105 th#tis defined on the sphere= 6481.2 km. Each of the four panels is centered on
noon magnetic local time, but for different magnetic universal times (MUT). The associated induced contribution is
not included here. 20 kA current flows between the contours. Locations of the Tucson (TUC) and Huancayo (HUA)
observatories are shown.
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Figure 18: Global maps of ionosphefitregion equivalent current functioh defined on the sphere= 6481.2 km

(Mollweide projection). A value of' 7 = 140.0 - 10’22W/m2/HZ, an average over the time span of this model,

was used to generate the maps. Each of the four panels is centered on noon magnetic local and universal time, but for
different seasons, i.e. December 21, 1979 and March 21, June 21, and September 21, 1980. The associated induced
contribution is not included here. 20 kA current flows between the contours. Locations of the Tucson (TUC) and
Huancayo (HUA) observatories are shown.
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Table 5: Magnetospheric annual variation (nT) frbtalin and Mete Isikard1976] compared to CMP3-type models.
M&MI CMP3 CNXS
§R{u(1)70} 3.7 | 189° 2.7 | 231° | 3.2 | 227°
5}%{;;370} 6.1 8 | 0.1 343° | 2.0 | 350°
R{ud ) 1.3 | 23°]0.04| 56° | 1.0| 92°
R{W o +870} | — — [ 247228 [ 2.8 222°
R{uSo+290} | —| — | 09348 | 25| 350°
R{us, +&,}| —| —| 0.1]321°]0.6| 82°

through zero, to its maximum. Moving from the southern focal center to equataguld fall to its minimum while

Z would fall to zero. If the pass is off center towards dusk, then the symmetry of thied Z signatures would be the

same with smaller amplitudes, btitwould now be an odd function of latitude; falling from zero to its minimum, then

rising to zero when moving from the polar flank to center of the southern focus, and then to the equator. This is indeed
what is seen in the component plots, along with a possible accentuation®frtieimum over the dip equator from

the dusk extent of the EEJ. The EEJ signature can also be clearly seen in the ionospheric contribution to the scalar
intensity of the POGO pass in Fig. 8 at local noon over the dip equator.

Vector component plots of the hourly means measured at the Tucson (Fig. 6) and Huancayo (Fig. 7) observatories
on the quietest day of each month over the course of a year also reveal something of the daily, seasonal, and spatial
structure of the ionospheric field. Noting that the daily segments bedirldt, it can be seen that Tucson and
Z both have a single negative spike at local hoon whilspikes positive just before and negative just after local
noon. This agrees with the location of Tucson being below and just north of the northern fokus &fg. 17. At
Huancayo,X spikes strongly positive (the EEJ) aidspikes negative at local noon, which agrees with its location
below and perhaps slightly north of the dip equator as shown in Fig. 17. In addition, TYiGawh” and all Huancayo
components indicate an intensification of the ionospheric contribution to the diurnal signal during their respective
summers.

6.4 Magnetospheric field

As expected, the static term along the dipole aﬁ$p‘f7070}, is by far the most dominant in the magnetospheric
expansion, having a value @1.4 nT. The magnitudes of the annual and semi-annual variations along this axis are
about13% and7% of the magnitude of the static value, respectively. Although the mean tilt of thégpdependent
magnetospheric dipole field over season is only aBd\ittowards magnetic local noon, i.8{y; o, } = 1.1 nT, the
seasonal fluctuation about this mean is much larger, being predominantly in the annual term, with peak tilt magnitude
being15.7° at the solstices, i.eR{ui; } + R{pi _, 1} =4.9nT.

Given that the magnetospheric model is dominated by the first degree terms, nevertheless the higher degree terms
make important contributions that reflect the geometry of the magnetosphere. Some of these terms have been detected
in previous studiesMalin and Mete Isikarg1976] studied the annual variation of midnight values of observatory
data and found contributions i€} , 5, 113 ; o, andus , ; that they attributed to seasonal movement of the ring-current
relative to the equatorial plane. Note that their analysis is unable to distinguish annual variation of the magnetospheric
part (Uisp) from that of the ionospheric parafi(gp). If a particular coefficientcﬁcp(t), is Fourier analyzed for annual
periodicity such that:

cfcp(t) = Acos (wst — ) (141)

then Table 5 summarizes their results, denoted M&MI, and shows the comparable results from the CMP3 model and
a preliminary CMP3-type model witho@‘ABM‘ smoothing, denoted CNXS, both for magnetospheric terms alone
and for the sum of magnetospheric and ionospheric terms of similar indices. Although there are differences in the
spatial basis functions with simildrandi values for the magnetosphere and ionosphere, due to QD constraints, they
are considered minor here. The three models are in fairly close agreement with regaf@s td, with M&MI and
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Table 6: Magnetospheric expansion terms (nT) from T87Wéeddo et al.1993] compared to CMP3-type models.

Mip Season | T87We (K, = 0) | T87We (K, = 3) CMP3 CNXS
Diurnal p1, | December| 2.99  180° 3.33 180° 3.93 183° | 3.49 180°
Equinox 0 — 0 — 0.70 57° | 2.02 161°
ps, | December| 1.19  359° 2.28 359° 0.23 344° | 1.44 359°
Equinox | 1.42 357° 2.72 357° 0.28 353° | 3.11 2°
py , | December| 1.34 181° 1.88 181° 0.10 318° | 0.87 247°
Equinox 0 — 0 — 0.16 103° | 0.69 43°
Semi-diurnal| 13, | December| 0.04 359° 0.06 359° 0.11 349° | 0.48 317°
Equinox 0 — 0 — 0.06 328° | 2.50 355°
1o | December| 0.83  181° 1.06 181° 0.09 168° | 0.60 183°
Equinox | 0.70 174° 0.68 174° 0.09 238° | 0.43 183°

CMP3 at the extremes. When the eﬂ‘ects§Ft{f51 o} are added in, the agreement with M&MI actually appears to
degrade, especially with respect to the amphtuéie For R{uJ o} neither of the CMP3-type models comes close
to matching the amplitude of M&MI, even when |onospher|c effects are added. However, the phaspgear to
be relatively close, withi25°. ForR{.j ,}, the CMP3 amplitude, with and without the ionospheric term, is much
smaller than that of M&MI. The CNXS amplitude is much closer, however, though it degrades when ionospheric
effects are taken into account. Clearly, t@exp, | smoothing is damping much of the amplitude of the= 2
terms in the CMP3 model, perhaps excessively if M&MI is correct. However, recall that significant correlations exist
between thé > 2 terms of the magnetosphere and ionosphere in the CNXS model and that this is the motivation for
applyingQag,,, |-

Olsen[1996] has investigated possible magnetospheric field contributions to daily magnetic field variations. He
examined several semi-empirical models of the magnetospheric field, reporting primarily on resulfsyganenko
[1987, 1989] and in particular, the model designated T87Weeredo et al[1993]. A comparison of the amplitude
and phase of the above coefficients from T87We, CMP3, and CNXS is given in Table 6. The agreement of both
amplitude and phase qn‘il in December is considered very good across the models, with the CMP3 coefficient
diminishing more readily towards the T87We value of zero at equinox.pﬁ{qr CMP3 appears overdamped with
respect to T87We while CNXS shows good agreement in all seasons;?jfolCMPS again appears overdamped
while the CNXS amplitude is roughly half that of T87We in December, but has not decayed away at equinox. In
the case of semi-diurnal variation, tb§2 coefficient of CMP3 appears to be in much closer agreement with that of
T87We while the converse is true fpﬁ . Evidently, the CNXS model, on the whole, is in good agreement with
T87We, but deviations from the local time tilted dipole may be overdamped in the CMP3 model.

A visual picture of the predicted near-Earth magnetospheric field is realized by the vectorgrams in Figs. 19 and
20 for 12 and0 MUT, respectively, for December 21, March 21, and June 21, With = —2.5 nT. The top panel
shows a cross section of the vector field in the magnetic noon-midnight plane containing the main dipole axis. The
bottom panel shows a cross section of the vector field in the magnetic local time equatorial plane. The circles indicate
the trace of the mean radius of the Earthrat 6371.2 km, and the perpendicular distance from these circles to the
cross section edges #0 km. Hence, most of the Magsat measurements reside within the cross section region.
The seasonal variation in strength of the components along and perpendicular to the dipole axis can be clearly seen
in the plots; it is minimal at the equinoxes and maximal at the solstices, particularly northern summer. Note how the
magnetic local noon-midnight component dominates the dawn-dusk component at the solstices. While the tilt of the
dipole is in the direction needed to maintain perpendicularity with the Earth-Sun line at the solstices, the angles are
only about12.1° and9.6° for northern and southern summer, respectively, in contrast to the expected average tilt of
23.4°. This is very similar to the results of the GSFC(8/95-SqM) modélarfgel et al[1996]. In addition, there are
perceptible second-order variations between the fields at the two MUT values due to non-local time terms, mostly in
the dipole equatorial component. Remember, however, that these are dampe@lpyéng smoothing.

The magnetospheric model predictions of the scalar intensity along the POGO pass shown in Fig. 8 and the vector

components along the Magsat dusk p263in Figs. 9 and 10 are clearly those of an axial dipole whose moment is
aligned, on average, near perpendicular to the orbit normals of the satellites. Furthermore, the behavior of the model
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Near-Earth magnetospheric field at 12 MUT
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Figure 19: Near-Earth magnetospheric field at noon MUT for December 21, March 21, and June 2D with

—2.5 nT. The top panel shows the component in the magnetic local noon-midnight meridian containing the main
dipole axis. The bottom panel shows the component in the magnetic local time equatorial plane perpendicular to the
main dipole axis. The circles show the location of the mean radius of the Ea#tl6371.2 km, and the perpendicular
distance from these circles to the top and bottom vector rows and the left and right vector coldsthkris. Note

the change in vector length scale between the top and bottom panels.
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Near-Earth magnetospheric field at 00 MUT
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Figure 20: Near-Earth magnetospheric field at midnight MUT for December 21, March 21, and June 22,,with

—2.5 nT. The top panel shows the component in the magnetic local noon-midnight meridian containing the main
dipole axis. The bottom panel shows the component in the magnetic local time equatorial plane perpendicular to the
main dipole axis. The circles show the location of the mean radius of the Ea#tl6371.2 km, and the perpendicular
distance from these circles to the top and bottom vector rows and the left and right vector coldsthkris. Note

the change in vector length scale between the top and bottom panels.
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as a function of thé,; index is illustrated in theX and Z components of Tucson it967 (see Fig. 6) where very

large discontinuities are found in the magnetic records between the quietest days chosen for May and June. They are
evidently the result of a ring-current adjustment, which is described quite wél;pyand hence, the model fits them

with little problem.

6.5 Fields from ionospheric coupling currents

The CMP3-derived radial current density,.J of the ionospheric coupling currents at dusk local time is shown in

Fig. 21 for March and December 21. Note that this figure does not show the current density at any particular univeral
time as a function of longitude, but rather, it shows the current density which is predicted to flow at different longitudes
at dusk local time. As expected, the largest radial current flows at polar latitudes. During the morning (not shown),
currents flow into the ionospherd,( < 0) at the poleward boundary of the polar oval (region 1 currents), and out of

the ionosphere at the equatorial boundary (region 2 currents). During evening the current direction is reversed. The
evening data also show upward currents at the dip equator and downward currents at nearby low latitudes. This is the
radial component of the meridional current system of the equatorial electrojet, first observed in MagsaMizddy

et al.[1982]. There is no evidence for such a current system in the morning sector.

A strong seasonal variation can be seed,ifbetween March and December. During southern summer it is much
more intense in the south polar oval region than in the north, while during equinox the intensities are more equal. In
addition, the radial component of the meridional current system is better defined during equinox than during solstice.
Although these findings are in keeping with thoseddden[1997a], he finds current intensities which are in general
significantly higher than those predicted by CMP3. This discrepancy, however, may be attributed to the difference in
data selection: all days versus quiet days.

Olsen[1997a] has also detected larger scale upward currents in the north and downward currents in the south in
the evening, and opposite this in the morning, for the December Magsat data. These are obscure in Fig. 21, if present
atall. This may likely be due to the application of t@¢; | smoother at both the dawn and dusk local times, and again
to data selection. Such interhemispheric coupling currents are small or absent during the equinoxes and are expected
to reverse during northern summer.

The toroidal field signature of the meridional current system may be clearly seen¥hdbmponent of Magsat
dusk pas263 in Fig. 10. Because this pass occurs on Nov 19, 1979, near southern summer, the current density vortex
just to the south of the dip equator is stronger than that just to the north, resulting in a stronger eastward and weaker
westward field just south and north of the dip equator, respectively. The CMP3 model, in turn, predicts this asymmetry
very well. The high amplitude excursions in tReand particularly th&” components at high latitudes are probably
also of the field-aligned variety, however, these are also probably very transient in nature, and are thus fit very poorly
by a model of this type which sees mean temporal and spatial field effects best.

7 Conclusions

The paradigm of comprehensive modeling is quite worthwhile, yet quite formidable. Progress is usually slow and
incremental, and with new satellite missions and new technology on the horizon, a “final model” is simply an ideal to
work towards. In this final section an attempt will be made to gauge the position of CMP3 and its methodology in the
continuum of comprehensive modeling.
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Figure 21: Global maps of the radial component of the ionospheric coupling currents at dusk on the-sghere
6821.2 km (/, in Eqg. 125) for March 21 and December 21 (Cylindrical Equidistant projection).
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7.1 New features

Perhaps the best and most obvious way to assess the progess made in the current phase is to simply compare it to
the previous phase. Hence, features of the CMP3 model which are new with respect to the GSFC(8/95-SqM) model
[Langel et al, 1996] will be enumerated in this section.

The main field and attendant secular variation portions (triple summation in Eq. 6) of the models are identical, but
CMP3 includes a static representation of the high degree lithospheric field (double summation in Eq. 6), which has
successfully captured most of the known crustal anomaly fields seen at satellite altitude. Discrete point representations
of the anomaly fields in the form of observatory biases are also provided by both models.

As for the ionosphere, the CMP3 parameterization has higher latitudinal resolution such as to fit the field of the
EEJ. Both non-local time terms and QD constraints allow the CMP3 field to better respond to the ambient field,
especially in terms of the conductivity distribution. Furthermore ng .| constraint injects known physical limits
on the conductivity patterns at night time. The GSFC(8/95-SgM) model includes no such features. Finally, rigid
contraction and expansion of the ionospheric field in response to solar activity is also found in the CMP3 model, but
not GSFC(8/95-SgM).

The magnetospheric field of CMP3 differs in two major ways from that of GSFC(8/95-SqM): first, it has the
possibility of displaying smaller-scale features in both latitude and longitude; and second, it contains non-local time
terms. Unfortunately, because of separability problems between the magnetospheric and ionospheric fields inherent in
the data sets used, the full impact of these differences could not be explored. However, the CNXS m@@@bmp
smoothing) does fit such data as tfiecomponent of Magsat dawn significantly bettey & 0.01 nT, 0. = 4.3 nT),
which may indicate that this small-scale magnetospheric signal is present and worth pursuing.

Fields that are induced in the Earth from ionospheric and magnetospheric time-varying fields are included in
both models. For GSFC(8/95-SqM), the field parameterization is explicit, that is, independent of that of the primary
sources. For CMP3, the induced field parameterization is coupled with that of the primary sources thrpghbn
conductivity model. The reason for this is to reduce the size of the already large parameter set. Though the inde-
pendent approach is inevitably of more interest, the coupled approach does allow for very complicated conductivity
distributions to be included in the model, via thematrix of Eq. 16, with no additional parameters or computational
cost.

The parameterization of fields from ionospheric coupling currents is completely absent in the GSFC(8/95-SgM)
model. This is obviously a very significant part of the measured field for satellites moving through these current
regions, as can be attested to Bycomponent plots of Magsat dusk data (e.g. Fig. 10). In addition, the CMP3
representation is fairly sophisticated in that it includes seasonal variation and a mechanism for conforming to the
existing conductivity patterns through the use of QD constraints.

7.2 Future work

While the previous section discussed in some sense how far the comprehensive modeling effort has come, this section
will hopefully give some clue as to how far it has to go, at least in the near-future. Future work falls into two major
categories: first, that work which is truly new and never before tried; and second, that work which was, admittedly,
not done quite right the first time around.

Much of the future work concerns data issues: The presence of the large, presumably spurious lithospheric anomaly
centered nea$5°N, 90°E in northern Siberia in Fig. 15 is most certainly an artifact of poor Magsat data coverage.
The deviations of the predicted main field component at Tucson and component at Huancayo from the annual
means data outside the POGO and Magsat mission envelopes, shown in Figs. 6 and 7, respectively, are indications that
substantial outliers may still exist in the observatory data sets. These instances both point to the need for better data
selection in future models. On a more positive note, the anticipated inclusion of vector data from the Oersted satellite
mission is expected to greatly enhance the validity of the models in local times other than dawn and dusk. Furthermore,
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this data will aid in the separation of ionospheric and magnetospheric fields which has plagued the current study. One
could also expand the scope of future models by considering measurements from more magnetically disturbed times.

As for parameterization issues, the list of future work items could be quite extensive, but a few that are possible
in the near-future include: The proper handling of the annual means data which currently only affect the core and
lithospheric parameters (see Eq. 86), but are assuredly functions of long-term variation in the external fields. The
extension of the main field secular variation domain to Oersted epoch in order to include that data in a unified model.
The inclusion of aJy component to the strictly radial coupling current density which is presently implemented, and
if Oersted data is used, then move to a continuous diurnally-varying toroidal field rather than explicit dawn and dusk
expansions. A proper treatment of the fields from the ionosphere and from associated coupling currents with respect
to polar currents that are dependent upon the interplanetary magnetic field (IMF). Finally, the parameterization of the
induced fields could be made independent again, or more complizgeokri conductivity models could be used.

Without question, the assignment of general weights (data uncertainties and constraint damping levels) in a model
is of critical importance to its success, and models such as CMP3, which attempt to estimate a large number of param-
eters in an optimal fashion from imperfect data sets with the help of some hopefully judiciously placed constraints,
are no exception. Though the assignment of data uncertainties followed a semi-quantitative procedure, as described
in Section 4.4, the assignment of damping parameters for the constraints was largely subjective (based upon what
was visually appealing). Yet, a systematic exploration of the weighted residual and error variance tradeoff surfaces
in a 5-dimensional space seems a bit overwhelming. Hence, it would simplify modeling efforts to develop general
weighting schemes and automate such searches.

7.3 Possible uses

The success of comprehensive modeling is in part driven by its utility to the scientific community. The method of
coestimating fields from several sources and its affect on model consistency is of scientific interest in its own right;
however, additional merit of the comprehensive models lies in their use as application tools, or reference models (if
you will). Indeed, with the possible exception of the high degree lithospheric field where new, physically meaningful
features might be found, most source fields are parameterized so as to model the well known, regular, quiet time
features. Hence, comprehensive models are well qualified at removing known fields from the data so as to not obfuscate
that which is unknown.

The CMP3 model may be regarded as a provider of field predictions from at least seven sources: the internal field,
which is a superposition of fields from core and lithospheric sources; the ionospheric fielffregion currents and
its associated induced counterpart; the magnetospheric field and its associated induced counterpart; and the field from
ionosphericF'-region coupling currents. In addition, there are discrete point models of the remaining lithospheric
fields at the observatory locations in the form of vector biases. Though these models of the source fields may be
considered reference fields, one must be cautious when applying them outside their scope, that is, extrapolating them
to regimes which were not sampled by the data sets used in deriving them. For example, it is not recommended that
the D;-dependent portion of the magnetospheric field model be extrapolated much beyond the rBpgéoahd
in the model data sets. However, the remaining portion may be valid over much longer time spans since it represents
annual mean-field effects.

7.4 Availability

In accordance with the previous section, a forward modeling code is available which predicts the various CMP3 source
fields given spatial and temporal positions dng and Fi.7 values. This code is in the form of an ANSI standard
Fortran subroutine called CMP3FIELD. It returns the local (North, East, Down) componeBtsafT on a sphere or

on the IAU1966 ellipsoid from internal, primary and induced ionospheric, primary and induced magnetospheric, and
dawn or dusk coupling current field sources. Two evaluations of the internal field are accommodated per two given
spherical harmonic degree ranges. This is helpful when separate predictions are desired from the core dominated
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and lithosphere dominated portions of the expansion. The CMP3 model information is input to the CMP3FIELD
subroutine on the initial call from a sequentially accessed ASCII file. Both the forward code file and the CMP3 model
information file are available from the authors by request.
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A Observatory data synopsis

This appendix contains information pertinent to the observatory hourly (Tables 7-10) and annual (Tables 11-15) means
data sets used in the CMP3 model, such as station breaks, location, time span, measurement count, and CMP3 vector
biases and formal errors.

66



Table 7: Observatory hourly means listing.

Station Lat. Lon. Height Time Span Number CMP3 Bias (Error)
(deg) (deg) (km) Begin End X Y zZ X (nT) Y (nT) Z (nT)

Abisko vi 68.36 18.82 0.38 1968.0 1971.5 503 503 502 105 (20) 13 (20) —95 (28)
Addis ababa 9.03 38.76 2.44  1965.7  1970.9 756 756 744 430 (24) —265 (27) —141  (37)
Agincourt 43.78  280.73 0.17  1965.7  1969.2 516 516 516 13 (27) 192 (29) —111  (36)
Alert 82.50  297.65 0.06 1965.7 1982.9 1272 1282 1251 —26  (25) —-13 (17 —78  (32)
Alibag ii 18.64 72.87 0.01 1965.7 1971.5 852 852 840 —112 (24) 346 (28) 623 (40)
Alibag iii 18.64 72.87 0.01  1980.0 1982.9 432 432 432 —202  (24) 429 (28) 617  (40)
Alma ata 43.25 76.92 1.30 1965.7 19829 1164 1164 1152 150  (22) -9 (25) —259  (34)
Almeria 36.85  357.54 0.06 1965.7 1966.2 60 60 60 —14  (21) 33 (22) 65  (31)
Amatsia 31.55 34.92 0.00 1979.9 1980.4 0 0 84 — (=) — (=) 260  (30)
Amberley ii —43.15  172.72 0.04 1965.7 1971.5 852 852 0 50  (26) -2 (29) — (=)
Annamalaina ii 11.37 79.68 0.00 1980.0  1982.9 407 407 432 128 (30) —101  (34) —82  (46)
Annamalainagar 11.37 79.68 0.00 1965.7 1967.8 72 72 71 177 (30) —46  (34) —39  (46)
Apia iv —13.81 188.23 0.00 1965.7 1982.9 1164 1164 1235 —44  (26) 162 (30) —811  (37)
Aquila 42.38 13.32 0.63 1965.7 1982.0 1164 1164 1152 2 (21) 26 (21) —29  (28)
Argentineisind ~ —65.24  295.74 0.01 1965.7 1982.9 1308 1308 1308 115 (32) —34  (41) 594  (44)
Arti 56.43 58.57 0.29 1979.9  1982.9 456 456 444 80 (22) —263 (22) 437  (31)
Baker lake iii 64.33  263.97 0.03  1965.7 1966.0 48 48 48 137 (24) 19  (26) —186  (34)
Baker lake iv 64.33  263.97 0.03 1966.0 1969.0 432 432 432 139 (24) 19  (26) —-176  (33)
Baker lake v 64.33  263.97 0.03  1969.0 1971.5 372 372 360 229  (24) —74  (26) —160  (33)
Baker lake vii 64.33  263.97 0.03  1979.9  1982.9 444 444 452 153  (24) 50  (26) —124  (33)
Bangui ii 4.44 18.57 0.39 1965.7 1966.0 48 48 48 115 (28) 8  (30) 186  (42)
Bangui iii 4.44 18.57 0.39 1966.0 1971.5 755 755 767 61 (28) 2 (30) 181  (42)
Bangui iv 4.44 18.57 0.39 1979.9 1982.9 240 240 240 15 (28) —145 (29) 124 (41)
Barrow iv 71.30  203.25 0.00 1965.7 1971.5 766 766 767 58  (21) —44  (21) —28  (33)
Barrow v 71.32  203.38 0.00 1979.9  1982.9 442 444 444 67  (21) —31  (21) —26  (33)
Beijing ii 40.04 116.18 0.07 1979.9 1981.0 168 168 156 567  (25) —253  (26) 345  (36)
Belsk ii 51.84 20.79 0.18 1966.0 1982.9 1259 1259 1260 90 (17) 61 (20) 279 (27)
Bereznayki 49.82 73.08 0.00 1965.7 1971.5 826 826 790 —420 (22) —-75  (21) 295  (34)
Bereznayki i 49.82 73.08 0.00 1980.1  1980.5 60 60 60 —380 (22) —209 (21) 295  (34)
Borok 58.03 38.97 0.00 1980.0 1982.9 420 420 420 —45 (23) —69 (23) —355 (33)
Boulder 40.14  254.76 1.65 1967.0 1982.9 1080 1080 1092 9 (26) 42 (25) —158  (37)
Brorfelde 55.63 11.67 0.08 1981.1  1982.9 276 276 288 45  (19) —122 (23) —243  (29)
Byrd i —80.02  240.48 1.52  1965.7 1968.5 238 238 238 —27  (32) 87  (27) —136  (41)
Cambridge bay 69.12  254.97 0.02 1979.9  1982.9 452 444 452 69 (21) —92  (23) 58  (30)
Canberra —35.31  149.36 0.85 1979.9  1982.9 384 384 384 43 (27) 57  (31) 127 (39)
Cape wellen iii 66.16  190.16 0.01  1965.7 1982.9 1231 1267 1259 —55  (21) 66  (22) —64  (30)
Cha pa 22.35 103.83 0.00 1965.7 1966.0 46 46 47 205 (25) —361 (28) 15768  (39)
Chambon for ii 48.02 2.26 0.14 1965.7 1971.5 852 852 852 —33 (23) —16 (22) 103 (32)
Changchun i 43.83  125.30 0.23  1979.9 1981.0 144 144 144  —121  (20) 44 (22) 142 (32)
Chelyuskin iv 7772 104.28 0.01 1965.7 1982.9 1293 1296 1303 —43  (21) —55  (20) —34 (28)
Coimbra 40.22  351.58 0.10 1965.7 1966.0 48 48 48 0 (24) 2 (23) 89  (39)
College iii 64.86  212.16 0.09 1965.7 1982.9 1305 1306 1307 35 (21) —22  (22) -89  (31)
Dallas 32.99  263.25 0.21  1965.7 1971.5 730 730 742 —32  (28) 52 (28) —60  (41)
Dikson iv 73.54 80.56 0.01 1965.7 1971.5 837 838 827 —33  (22) —119 (21) —241  (30)
Dikson v 73.54 80.56 0.01 1979.9  1982.9 440 444 455 —46  (22) —84  (21) —252  (30)
Dombas iii 62.07 9.12 0.66 1965.7  1969.7 84 84 84 —43 (200 —185 (21) —-313  (30)
Dourbes 50.10 4.59 0.21  1965.7 1982.9 1308 1308 1308 20 (22) 8 (24) 114 (31)
Dumont durvile  —66.67 140.01 0.04 1965.7 1982.9 1168 1141 1202 —208 (32) —381 (32) —2680 (51)
Dusheti ii 42.09 44.71 0.98 1965.7 1982.9 1308 1284 1308 —194 (23) —10 (26) —129 (32)
Ebro iv 40.82 0.49 0.05 1965.7 1966.8 156 168 168 19  (19) 1 (21) 1 (28)
Eights —75.23  282.83 0.45 1965.7  1965.7 12 12 12 152 (32) 192  (30) 211 (45)
Eskdalemuir 55.32  356.80 0.24 1965.7 1982.9 1284 1284 1284 -7 (20) 5 (23) —25  (29)
Eyrewell —43.42  172.35 0.39 1979.9  1982.9 443 443 407 28 (25) —25  (30) 105 (39)
Fort church ii 58.76 265.91 0.01 1968.0 1982.9 955 958 956 —97 (26) 68 (26) —241 37)
Fort churchill 58.76  265.91 0.01  1965.7  1967.9 323 312 298 —98  (26) 63  (26) —220 (37)
Fredericksburg 38.21  282.63 0.07 1965.7  1980.3 924 924 924 49  (24) —151  (27) 170 (35)
Fuquene 5.47  286.26 2.54 1965.7 1969.7 213 213 202 142 (28) —87  (29) 112 (43)
Furstnfeldbruck 48.17 11.28 0.57 1965.7 1982.9 1303 1303 1305 -7 (19) 2 (19) 2 (27)
Gnangara —31.78  115.95 0.06 1965.8 1982.9 1270 1270 1270 15 (38) —139 (37) 52 (52)
Godhavn 69.24  306.48 0.01  1965.7 1971.5 851 851 850 243  (22) —285 (21) 448  (34)
Godhavnii 69.25  306.47 0.02 1979.9  1982.9 394 396 395 289  (22) —332 (21) 741 (34)
Gornotayezh ii 43.68  132.17 0.30 1965.7 1982.9 1247 1259 1197 16 (24) —28  (23) —48  (35)
Great whale r 55.27 282.22 0.02 1965.8 1982.9 1230 1246 1236 314 (24) 39 (26) —144 (38)
Grocka 44.63 20.77 0.23  1965.7 1966.0 48 48 48 19  (20) —49  (22) —72  (30)
Guam 13.58  144.87 0.15 1965.7  1980.3 886 886 875 122 (25) 102 (30) 48  (37)
Guangzhou 23.09 113.34 0.01 1979.9 1980.0 24 24 24 82  (28) 64  (29) 34 (39)
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Table 8: Observatory hourly means listing (continued).

Station Lat. Lon. Height Time Span Number CMP3 Bias (Error)
(deg) (deg) (km) Begin End X Y zZ X (nT) Y (nT) Z (nT)

Guangzhou ii 23.09 113.34 0.0I 1980.0 1981.0 144 144 144 110 (28) 53 (29) 58  (39)
Halley bay —75.52  333.40 0.03  1965.7  1967.9 336 336 336 144  (31) 332 (31) —274  (44)
Hartebeesthoek  —25.88 27.71 1.52 1980.0 1982.9 339 339 271 104 (29) —67  (32) 41 (39)
Hartland 50.99  355.52 0.09 1965.7 1982.9 1308 1308 1308 —-30 (21) 12 (22) 13 (31)
Havana 22,98  277.68 0.00 1965.7 1968.5 132 132 96 24 (29) 78 (29) 22 (42)
Heiss island 80.62 58.05 0.02 1965.7 1970.0 622 624 599 64 (23) —652 (19) 1199 (31)
Hermanus —34.42 19.23 0.03 1965.7 1982.9 1272 1272 1284 46 (29) -39  (31) —56  (43)
Honolulu iv 21.32  202.00 0.00 1965.7  1980.3 898 898 900 —161  (23) 101 (26) —323  (35)
Huancayo —12.05 284.66 3.31  1965.7  1980.3 372 372 384 69  (32) —-34  (32) —67  (48)
Hyderabad 17.41 78.56 0.50 1965.7 1966.0 24 24 24 311 (28) 108  (35) 478 (45)
Irkutsk ii 52.27 104.27 0.50 1965.7 1982.9 1308 1295 1284 153 (25) 183 (25) —152 (32)
Jaipur 26.92 75.80 0.00 1979.9  1982.9 395 395 431 191 (25) —432  (28) 84  (39)
Kakioka iii 36.23  140.19 0.03 1965.7 1982.9 1248 1248 1248 -2 (24) 36 (26) —53  (32)
Kanoya 31.42  130.88 0.11 1965.7 1982.9 1248 1248 1248 —65  (23) 116 (24) —29  (34)
Kanozan 35.25  139.96 0.34 1980.0 1981.0 144 144 132 —22  (23) 29 (24) —28  (33)
Kiev 50.72 30.30 0.10 1965.7 1982.9 1308 1308 1296 15 (19) 39 (21) 283 (28)
Kiruna 67.83 20.42 0.39 1965.7 1966.4 120 120 120 —-764 (20) —1813 (20) —218  (27)
Kiruna ii 67.83 20.42 0.39  1967.7 1967.8 24 24 24  —856 (21) —1848 (21) —213  (28)
Kiruna iii 67.83 20.42 0.39 1970.1  1970.2 24 24 24 758 (21) —1824 (21) —207  (28)
Klyuchi 55.03 82.90 0.00 1967.0 1971.5 624 624 624 227 (24) —108  (26) —285  (33)
Klyuchi ii 55.03 82.90 0.00 1979.9  1982.9 444 444 444 207 (24) —-31  (26) —169  (33)
Kodaikanal ii 10.23 77.46 2.32 1980.0 1980.5 72 72 60 —543  (27) 301 (34) —44  (43)
Koror ii 7.33  134.50 0.01  1965.7 1966.2 36 36 72 93 (27) —154  (31) 530  (40)
La quiaca iv —22.10  294.39 3.45 1965.7 1966.2 47 47 48 —15  (30) 36 (37) 425  (45)
Lanzhou 36.09 103.85 1.56  1980.0 1981.0 144 144 144 —51  (23) —21  (26) 25 (34)
Leirvogur 64.18  338.30 0.00 1965.7 1982.9 1130 1135 1196 —300 (20) 590  (20) —510  (29)
Lerwick ii 60.13  358.82 0.09 1965.7 1982.9 1308 1308 1308 —83 (22) 179 (23) 2 (32)
Logrono 42.46  357.49 0.44 1965.7 1966.2 60 60 60 0 (20) —6  (22) 34 (29)
Lovo 59.35 17.83 0.03 1965.7 1981.0 276 276 444 68  (20) -39 (21) 20  (28)
Luanda bela ii —8.92 13.17 0.05 1965.7 1967.8 35 35 24 289  (26) —14  (25) 65  (39)
Lunping 25.00 121.17 0.10 1980.0 1982.9 432 432 432 43 (26) —43 (26) 112 (37)
Lvov ii 49.90 23.75 0.40 1965.7  1971.5 852 852 852 109  (20) 68  (19) 75 (28)
Lwiro —2.25 28.80 1.68 1965.7 1966.0 48 48 48 315  (25) —60  (29) 271 (38)
M bour 14.39 343.04 0.00 1965.7 1982.9 1008 1008 1008 96 (24) 26 (28) 106 (38)
Macquarie i i —54.50  158.95 0.00 1965.7 1968.3 131 131 121 336 (34) —23  (36) 253  (42)
Maputo ii —25.92 32.58 0.05 1980.0 1982.9 416 416 417 376 (27) 89  (29) —126  (39)
Martin vivies —37.83 77.57 0.00 1981.3  1982.9 240 240 240  —498  (37) —688 (33) —2030 (51)
Mawson —67.61 62.88 0.00 1965.7 1982.9 491 492 491 32 (32) 0 (32) 104  (45)
Meanook iii 54.62 246.65 0.70 1965.7 1982.9 1296 1296 1296 142 (23) 31 (25) —115 (35)
Memambetsu ii 43.91 144.19 0.04 1965.7 1982.9 1284 1284 1272 —170 (23) 143 (22) —19 (32)
Mirnyy ii —66.55 93.02 0.02  1965.7  1966.9 192 192 192 —115  (34) 4 (39) —232  (51)
Mirnyy iii —66.55 93.02 0.02 1967.0 1982.9 1101 1103 1094 —111 (34) —-17  (38) —278  (51)
Misallat 29.52 30.89 0.12 1965.7 1966.0 48 48 48 —50  (23) —12  (25) 120 (33)
Mizusawa 39.01 141.08 0.12 1980.0 1982.9 432 432 432 —158 (24) 83 27) —162 (35)
Moca 3.34 8.66 1.35 1965.7  1969.7 276 276 276 —121  (21) 5 (29) 106 (33)
Molodezhnaya —67.67 45.85 0.00 1965.7  1971.5 848 848 708 —50  (29) —76  (30) —114  (42)
Moscow 55.73 37.63 0.08 1965.7 1982.9 1308 1308 1308 333 (23) 25  (23) 169  (34)
Mould bay 76.32  240.64 0.04 1965.7 1982.9 1305 1304 1303 12 (21) 112 (21) —4  (32)
Muntinlupa 14.37  121.01 0.06 1965.7 1971.5 838 838 839 —155  (27) 765  (33) 407 (44)
Murmansk ii 68.95 33.05 0.21  1965.7  1980.8 990 992 995 400  (20) 300 (20) —613  (29)
Nairobi —1.33 36.81 1.67 1965.7 1967.4 108 108 108 87  (26) 295  (28) 711 (39)
Narssarssuaq 61.10  314.80 0.00 1968.1  1982.9 825 826 848 —385 (21) 283  (22) 516  (29)
Newport 48.26  242.88 0.78 1966.3 1982.9 1224 1224 1212 —38  (23) 98 (24) —63  (34)
Niemegk ii 52.07 12.67 0.08 1965.7 1982.9 1284 1284 1284 —25  (19) -2 (21) —12  (29)
Novo kazalinsk 45.80 62.10 0.00 1980.0 1980.5 72 72 72 —19  (25) —143  (26) 7 (34)
Novolazarev ii —70.77 11.83 0.46  1969.0 1971.5 371 371 371 —186  (29) 45 (29) 102 (43)
Novolazarevskay —70.77 11.83 0.46  1965.7 1969.0 480 480 479 —176  (29) 38 (29) 244  (43)
Nurmijarvi 60.51 24.66 0.11 1965.7 1982.9 1308 1308 1308 325  (19) —46  (21) 134 (29)
O gyalla pesth 47.87 18.19 0.12 1965.7 1982.0 347 347 348 45  (19) —8  (20) —18  (26)
Ottawa 45.40  284.45 0.08 1968.5  1982.9 864 852 864 137 (25) —159  (26) 145  (36)
Pamatai ii —17.57  210.43 0.09 1968.0 1971.5 515 515 513  —694 (29) —678  (30) —164  (43)
Pamatai iii —17.57 210.43 0.09 1979.9 1982.9 384 384 384 —654 (28) —660 (29) —105 (42)
Panagyurishte 42.51 24.18 0.56  1965.7 1966.0 48 48 48 —192  (21) —202  (22) —196  (30)
Paramaribo 5.81  304.78 0.00 1965.7 1969.7 287 287 286 —39  (26) 78 (29) —23  (39)
Paratunka 52.90 158.43 0.11  1969.0 1982.9 804 804 803 —359  (20) 194 (22) 197 (32)
Pilar ii —31.67 296.12 0.34 1965.7 1968.5 323 323 299 36  (33) —60 (34) 23 (47)
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Table 9: Observatory hourly means listing (continued).

Station Lat. Lon. Height Time Span Number CMP3 Bias (Error)
(deg) (deg) (km) Begin End X Y Z X (nT) Y (nT) Z (nT)

Pionerskaya —69.73 95.50 2.70 1971.1 1971.5 72 72 72 104 (34) 70 (38) 321 (51)
Plateau —79.25 40.50 3.62 1966.2 1968.9 369 369 365 1 (30) —42 (28) —28 47)
Pleshenitzi 54.50 27.88 0.20 1965.7 1982.9 1271 1271 1284 258 (19) 135 (22) —171 (28)
Podkam tung ii 61.60 90.00 0.00 1980.0 1982.9 384 384 395 30 (22) —42  (22) —192 (33)
Podkam tunguska ~ 61.60 90.00 0.00 1969.0 1980.0 384 384 384 97  (22) 1 (22) —316 (33)
Port moresby —9.41 147.15 0.08 1965.7 1982.9 1270 1270 1269 13 (31) 65 (35) 407 (48)
Port-alfred —46.43 51.87 0.00 1979.9 1981.0 168 168 168 —620 (28) 1225  (29) 121 (45)
Port-alfred ii —46.43 51.87 0.00 1981.1 1982.9 287 287 287 —707  (28) 1078  (30) 101 (45)
Port-aux-franca —49.35 70.20 0.05 1965.7 1982.9 1217 1217 1242 205 (34) 233 (35) 548 (50)
Pruhonice 49.99 14.55 0.33 1965.7 1966.0 36 36 36 8 (19) 51 (20) —57 (28)
Quetta 30.19 66.95 1.75 1965.7 1966.0 48 48 48 -7 (24) —45  (29) —4 (38)
Resolute bay 74.69  265.10 0.03 1965.7 1982.9 1035 1056 1033 -6 (21) 87  (20) 49 (31)
Roburent 44.30 7.89 0.81 1965.8 1966.0 24 36 36 —23  (18) —28  (22) 51 (27)
Roi baudoui i —70.43 24.30 0.14 1965.7 1966.9 191 191 180 —52  (28) —120 (28) 53 (41)
Rude skov 55.84 12.46 0.05 1965.7 1982.0 1140 1140 1140 38  (20) —-19  (22) —110 (29)
Sabhawala 30.36 77.80 0.50 1965.7 1966.9 192 192 192 16 (27) —65 (28) 32 (39)
San fernando 36.46  353.80 0.03 1965.7 1966.2 60 60 0 83  (21) 6 (24) — (-)
San juanii 18.11 293.85 0.40 1965.7 1982.9 1223 1223 1211 —55 (22) 215 (26) 260 (36)
San miguel iii 37.77  334.35 0.17 1965.8 1965.9 24 24 24 727 (20) 425  (23) 1723 (31)
Sanae i —70.30 357.63 0.05 1965.7 1970.9 755 755 743 49 (29) —8 (30) 28 (41)
Sanae ii —70.32 357.66 0.05 1971.0 1971.5 48 24 48 38 (29) 7 (30) 36 (41)
Sanae iii —70.31  357.59 0.05 1980.0 1982.9 420 420 420 49  (29) -9 (30) 18 (41)
Scott base ii —77.85 166.78 0.01 1965.7 1982.9 1219 1239 1228 —2236 (32) —820 (32) —3824 (46)
Sheshan 31.10 121.19 0.10 1965.7 1982.9 1296 1296 1307 —190 (22) 480 (27) 274 (35)
Shillong 25.57 91.88 0.00 1980.0 1982.9 431 431 420 —62 (33) —79 (35) —489 (44)
Simosato 33.58 135.94 0.06 1965.7 1966.0 48 48 48 —90 (24) 17 (24) —32 (35)
Sitka iii 57.06 224.68 0.02 1965.7 1982.9 1246 1246 1247 —12 (22) 29 (23) —38 (32)
Sodankyla ii 67.37 26.63 0.18 1965.7 1982.9 1308 1308 1308 —124  (20) —23  (20) —669 (28)
South georg ii —54.52 323.98 0.58 1979.9 1982.2 348 348 348 —20 (30) —307 (34) 288 (46)
South pole —89.99 346.68 2.80 1965.7 1971.5 741 741 7 —1332 (69) —3344 (72) 53 (148)
Stjohn's 47.59  307.32 0.10 1968.7 1982.0 744 744 744 124 (26) 37 (26) 16 (37)
Stekoliniy 60.12  151.02 0.00 1966.8 1980.0 720 720 720 —230  (20) —664 (21) —16 (28)
Stekoliniy ii 60.12  151.02 0.00 1980.0 1982.9 432 432 432 —68  (20) 38  (21) 22 (28)
Stepanovka iii 46.78 30.88 0.14 1965.7 1982.9 1284 1308 1308 —96 (19) —699 (21) 76 (29)
Stonyhurst iii 53.85  357.53 0.12 1965.7 1966.0 48 48 48 47 (20) 52 (23) —2 (29)
Sukkertoppen 65.42  307.08 0.00 1965.8 1966.2 36 36 36 —61  (21) 12 (23) 966 (32)
Surlari i 44.68 26.25 0.08 1965.7 1966.0 48 48 36 7 (22) —54  (23) —127 (31)
Swider 52.12 21.25 0.10 1965.7 1966.0 48 48 36 —329 (18) —179  (20) 200 27)
Tahiti —17.56 210.39 0.09 1966.2 1970.2 131 131 118 —639 (29) —1070 (30) 306 (43)
Tananarive iii —18.92 47.55 1.38 1965.7 1970.2 318 330 323 438 (26) —15 (27) —373 (40)
Tangerang —6.17  106.63 0.01 1965.8 1969.7 125 143 120 —500  (26) 141 (30) —686 (37)
Tatuoca ii —1.20 311.49 0.01 1965.7 1965.9 36 36 36 —14  (30) —46  (33) 266 (43)
Tehran 35.74 51.38 1.37  1965.7 1967.6 72 72 72 —24  (21) 53  (23) —215 (32)
Teoloyucan vi 19.75 260.82 2.28 1965.7 1966.0 48 48 48 —90 (26) 73 (29) —42 (40)
Thule iii 77.48 290.83 0.06 1965.7 1982.9 1308 1306 1289 —39 (21) 26 (20) —109 (28)
Tihany 46.90 17.89 0.19 1965.7 1966.0 48 48 48 34 (18) -9 (21) —15 (28)
Tiksi v 71.58  129.00 0.04 1965.7 1967.8 311 311 300 —41  (20) —140 (21) —79 (30)
Tiksi vi 71.58  129.00 0.04 1969.1  1982.9 501 503 211 —31  (20) —164 (21) —69 (29)
Toledoiii 39.88 355.95 0.50 1965.7 1980.3 298 298 288 39 (20) —2 (24) —16 (31)
Tomsk 56.47 84.93 0.20 1965.8 1966.0 36 36 36 82 (25) —41 (24) —388 (35)
Toolangi iii —37.53  145.47 0.46  1965.7  1970.2 420 420 419 —16  (29) -1 (30) 80 (43)
Trelew —43.25  294.68 0.03 1965.7 1968.2 348 348 336 172 (30) 86  (37) —53 7
Trivandrum 8.48 76.95 0.30 1965.7 1982.9 370 370 393 228 (26) 221 (35) 198 (39)
Tromso 69.66 18.95 0.11 1965.7 1968.3 96 96 95 106 (20) —445 (20) 173 (27)
Tsumeb —19.22 17.70 0.08 1965.8 1982.0 1116 1116 1116 57 (30) —64 (32) 90 (42)
Tucson 32.25 249.17 0.77 1965.8 1982.9 1293 1293 1260 —70 (22) —105 (29) 90 (32)
Ujjain 23.18 75.78 0.00 1980.0 1982.9 371 383 431 —277  (26) 178 (28) 347 (41)
Valentia iii 51.93 349.75 0.01 1965.7 1982.9 1308 1308 1308 138 (20) —70 (22) 13 (29)
Vannovskaya ii 37.95 58.11 0.57 1965.7 1982.9 1139 1139 1140 199 (22) 91 (22) 48 (32)
Vassouras —22.40 316.35 0.46 1968.2 1980.5 108 108 108 90 (31) 4 (32) 120 (49)
Victoria 48.52 236.58 0.20 1965.7 1982.9 1284 1284 1296 13 (26) —20 (25) —400 (38)
Vieques 18.15  294.55 0.02 1965.7 1965.9 36 36 36 —579  (24) —404 (26) 12157 (38)
Vostok —78.45 106.87 3.50 1965.7 1982.9 1171 1170 1160 0 (38) 63 (32) 188 (50)
Voyeykovo 59.95 30.70 0.07 1965.7 1982.9 1296 1296 1308 30 (20) —65 (21) —165 (32)
Vysokay dub iii 56.73 61.07 0.29 1965.7 1966.9 192 192 192 —264  (22) —111  (22) —500 (31)
Vysokay dub iv 56.73 61.07 0.29 1967.0 1971.5 660 660 660 —263  (22) —105  (22) —474 (31)
Vysokay dub v 56.73 61.07 0.29 1979.9 1981.0 168 168 156 333 (22) —287 (22) —164 (31)
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Table 10: Observatory hourly means listing (continued).

Station Lat. Lon.  Height Time Span Number CMP3 Bias (Error)
(deg) (deg) (km) Begin End X Y Z X (nT) Y (nT) Z (nT)

Whiteshell 49.75 264.75 0.00 1980.0 1980.6 96 96 96 199 (26) —222 (30) —242 (38)
Wien kobenzl 48.26 16.32 0.40 1965.7 1966.0 48 48 48 57 (19) 4 (19) 40 (26)
Wilkes —66.25 110.58 0.01 1965.7 1966.0 60 48 60 672 (43) —390 (41) 126 (60)
Wingst 53.74 9.07 0.05 1965.7 1966.0 48 48 48 10 (22) 47 (21) —36  (30)
Witteveen 52.81 6.67 0.02 1965.7 1982.9 1308 1308 1308 2 (21) 30 (21) —46 (31)
Wuhan 30.53 114.56 0.04 1980.0 1981.0 144 144 144 73 (25) 5 (28) —25  (37)
Yakutsk iii 62.02 129.72 0.10 1965.7 1982.9 1296 1296 1308 80 (19) —1155 (21) 95 (28)
Yangi-bazar ii 41.33 69.62 0.81 1965.7 1980.5 912 912 912 —274 (23) 24 (24) —115 (34)
Yellow-knife 62.48 245.52 0.20 1979.9 1982.9 456 456 419 455 (23) —201 (23) 115 (34)
Yuzhno sakh ii 46.95 142.72 0.07 1965.7 1970.0 588 588 588 48 (23) —63 (25) —187 (31)
Yuzhno sakh iii 46.95  142.72 0.07 1970.1 1971.5 228 228 228 —123  (23) —30  (25) 96 (31)
Yuzhno sakh iv 46.95  142.72 0.07 1979.9  1982.9 432 420 444 —93  (23) 0 (25) 108 (31)
Zaymishche ii 55.83 48.85 0.08 1965.7 1971.5 852 852 852 —219  (20) —265 (23) —335 (29)
Zaymishche iii 55.83 48.85 0.08 1979.9  1982.9 456 456 456 —65  (20) —89  (23) 33 (29)
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Table 11: Observatory annual means listing.

Station Lat. Lon.  Height Time Span Number CMP3 Bias (Error)
(deg) (deg) (km) Begin End X Y 4 X (nT) Y (nT) Z (nT)

Abisko vi 68.36 18.82 0.38 1965.5 1984.5 20 20 20 97 (21) 25 (22) —67 (29)
Acacias —35.01  302.31 0.02 1964.5 1984.5 21 21 21 —44  (26) -1 (32) —99  (43)
Adak 51.87  183.36 0.00 1964.8 1966.0 3 3 3 —404  (29) 29  (29) -—103  (36)
Addis ababa 9.03 38.76 2.44 1960.5 19745 15 15 15 408 (26) —265 (29) -—134 (39)
Addis ababa i 9.03 38.76 2.44 1976.5 1984.5 9 9 9 547 (28) —276  (30) 129  (40)
Agincourt 43.78  280.73 0.17 1960.5 1969.1 10 10 10 —10  (29) 194 (31) —87  (38)
Alert 82.50  297.50 0.06 1961.9 1984.5 22 22 22 -3 (26) -9 (18) —40  (32)
Alibag ii 18.64 72.87 0.01 1960.5 19775 18 18 18 —155 (26) 365  (29) 638  (41)
Alibag iii 18.64 72.87 0.01  1978.5 1984.5 7 7 7T =231 (27) 428  (30) 607  (42)
Alma ata 43.25 76.92 1.30 1963.4 1984.5 22 22 22 118  (23) -9  (26) —256 (34)
Almeria 36.85 357.54 0.06 1960.5 1984.5 25 25 25 —79  (22) 22 (23) 65  (32)
Amatsia 31.55 34.92 0.00 1976.5 1984.5 9 9 9 70 (24) 22 (26) 217 (33)
Amberley ii —43.15  172.72 0.04 1960.5 19775 18 18 18 17 (28) —13  (30) 165  (42)
Annamalaina ii 11.37 79.68 0.00 1979.5 1984.5 6 6 6 107 (32) —107 (36) —85  (48)
Annamalainagar ~ 11.37 79.68 0.00 1960.5 1978.5 17 17 17 149  (31) —46  (35) —67  (47)
Apia iv —13.81  188.23 0.00 1960.5 1984.5 25 25 25 —69  (27) 158  (31) —817 (38)
Aquila 42.38 13.32 0.63 1960.5 1984.5 25 25 25 —25 (22) 31 (22) —17  (29)
Arctowski —62.16  301.52 0.01  1978.5 1984.5 7 7 7T —218 (39) 349  (38) 733 (54)
Argentine isind  —65.24  295.74 0.01 1960.5 1983.5 24 24 24 87  (33) —32  (42) 584  (45)
Arti 56.43 58.57 0.29 1973.5 1984.5 12 12 12 54 (24) —258  (24) 458  (32)
Baker lake iii 64.33  263.97 0.05 1960.5 1965.5 6 6 6 137 (29) 27  (31) —137 (39)
Baker lake iv 64.33  263.97 0.05 1966.5 1968.5 3 3 3 126 (30) 19 (32) —147 (38)
Baker lake v 64.33  263.97 0.05 1969.5 1972.5 4 4 4 220  (29) —-75 (30) —133  (37)
Baker lake vii 64.33  263.97 0.05 1975.5 1984.5 10 10 10 126 (26) 42 (28) —95  (35)
Bangui i 4.44 18.57 0.39 1960.3  1965.5 6 6 6 51 (34) 49  (35) 191  (47)
Bangui iii 4.44 18.57 0.39 1966.5 1972.5 7 7 7 37 (30) 12 (32) 186  (43)
Bangui iv 4.44 18.57 0.39 1973.5 1984.5 12 12 12 —15 (30) —124 (31) 161 (43)
Barrow iii 71.30  203.25 0.00 1960.5 1962.5 3 3 3 89  (35) —66  (31) 152 (45)
Barrow iv 71.30  203.25 0.00 1963.5 1984.5 21 21 21 35 (22) —59  (22) -2 (34)
Beijing ii 40.04 116.18 0.07 1960.5 1984.5 25 25 25 634 (26) —157  (27) 369  (37)
Belsk ii 51.84 20.79 0.18 1966.5 1984.5 19 19 19 66  (19) 71 (22) 293 (28)
Bereznayki 49.82 73.08 0.00 1965.5 1976.5 12 12 12 —446 (24) —60  (23) 310  (35)
Bereznayki ii 49.82 73.08 0.00 1977.5 1980.5 4 4 4 —423 (27) —229 (27) 300 (37)
Bereznayki iii 49.82 73.08 0.00 1981.5 1984.5 4 4 4 —447  (27) 284 (27) 247  (38)
Binza —4.27 15.37 0.00 1960.5 1973.5 14 14 14 —95  (28) —31  (30) —120 (41)
Bjornoya ii 74.50 19.20 0.08 1960.5 1984.5 25 25 25 —116 (21) -3  (21) 4 (30)
Borok 58.03 38.97 0.00 1977.5 1984.5 8 8 8 —64  (26) —57  (26) —347  (35)
Boulder 40.14 254.76 1.65 1964.5 1984.5 21 21 21 —22 (27) 37 (26) —129 (38)
Brorfelde 55.63 11.67 0.08 1980.5 1982.5 3 3 3 27 (27) —112  (29) —236 (34)
Budkov 49.08 14.02 0.50 1967.5 1984.5 18 18 18 -39  (21) 9 (21) —19  (28)
Byrd ii —80.02  240.48 1.52  1962.5 1968.3 6 6 6 —48  (36) 96 (31) —173  (44)
Cambridge bay 69.20  255.00 0.02 1972.5 1984.5 13 13 13 85  (23) —86  (24) 100 (32)
Canarias 28.48  343.74 0.31 1960.5 1984.5 21 21 21  —454 (27) 166  (29) —978  (40)
Canberra —35.31  149.36 0.85 1979.5 1984.5 6 6 6 27 (31) 50  (34) 115 (42)
Cape wellen iii 66.16  190.16 0.01 1960.5 1984.5 25 25 25 71 (22) 43 (23) —57  (31)
Casey —66.28  110.53 0.00 1978.5 1983.5 4 4 4 859  (46) —398 (44) —T765 (62)
Castellacci iii 44.43 8.93 0.35 1960.5 1962.5 3 3 3 4 (27) —206 (29) —145 (34)
Castello tesino 46.05 11.65 1.20 1965.5 1984.5 20 20 20 -9 (21) 31 (21) —10 (30)
Castle rock 37.24  237.87 0.13 1970.5 1974.5 5 5 5 —149 (29) —25  (32) —62  (41)
Cha pa 22.35  103.83 0.00 1960.5 1979.5 20 20 20 171 (26) —305 (29) —948  (40)
Cha paii 22.35 103.83 0.00 1980.5 1983.5 4 4 4 -—359 (30) —118 (32) —335 (42)
Chambon for i 48.02 2.26 0.14 1960.5 1984.5 25 25 25 —59 (24) —22 (23) 124 (33)
Changchun 43.83  125.30 0.23 1960.5 19785 19 19 19 —143 (22) 10  (23) 68  (33)
Changchun i 44.05  125.20 0.23 1979.5 1984.5 5 5 5 —12  (25) 48  (26) —90  (36)
Chelyuskin iii 7772 104.28 0.01 1960.5 1962.5 3 3 3 —64  (35) —50  (34) —82  (43)
Chelyuskin iv 77.72 104.28 0.01 1963.5 1984.5 21 21 21 —68 (22) —46 (21) -3 (29)
Chichijima 27.08  142.17 0.15 1973.5 1983.5 11 11 11 =351 (25) —41  (28) 331  (36)
Coimbra 40.22  351.58 0.10 1960.5 1984.5 25 25 25 —33  (25) 7 (24) 77T (39)
College iii 64.86  212.16 0.09 1960.5 1984.5 25 25 25 17 (23) —36  (23) —61  (32)
Dallas 32.99  263.25 0.21  1964.5 1974.5 11 11 11 —61  (30) 44 (30) —53  (43)
Davis —68.58 77.97 0.00 1981.5 1984.5 4 4 4 =324 (40) 280  (40) 296  (53)
Del rio 29.94  259.08 0.00 1982.5 1984.5 3 3 3 —138 (38) 387 (37) —335 (51)
Dikson iii 73.54 80.56 0.01 1960.5 1962.5 3 3 3 —39 (33) —100 (33) —241 (43)
Dikson iv 73.54 80.56 0.01 1963.5 1973.5 11 11 11 —53  (24) —110 (23) —221 (32)
Dikson v 73.54 80.56 0.01 1974.5 1984.5 11 11 11 —66  (24) —82 (23) —217 (32)
Dombas iii 62.07 9.12 0.66 1960.5 19845 25 25 25 —58 (21) -—172 (22) —297 (31)
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Table 12: Observatory annual means listing (continued).

Station Lat. Lon. Height Time Span Number CMP3 Bias (Error)
(deg) (deg) (km) Begin End X Y zZ X (nT) Y (nT) Z (nT)

Dourbes 50.10 4.59 0.21  1960.5 1984.5 25 25 25 —3 23) 13 (25) 129 (31)
Dumont durville —66.66  140.01 0.04 1960.5 1984.5 24 24 24 —226 (33) —385 (33) —2883 (52)
Dusheti ii 42.09 44.71 0.98 1960.5 1983.5 24 24 24 —219 (24) 1 (27) —118 (33)
Dymer 50.72 30.30 0.10 1964.5 1984.5 21 21 21 -9 (21) 52 (22) 303 (29)
Ebro iv 40.82 0.49 0.05 1960.5 1980.5 20 20 20 -3 (20) 2 (22) -3 (29)
Eights —75.23  282.83 0.45 1963.6  1965.4 3 3 3 165 (38) 156 (37) 253 (50)
Eskdalemuir 55.32  356.80 0.24 1960.5 1984.5 25 25 25 —26 (21) 13 (24) —4 (30)
Etaiyapuram 9.00 78.00 0.00 1980.5 1983.5 4 4 4 22 (33) —68 (35) 457 (50)
Eyrewell —43.42 172.35 0.39 1978.5  1984.5 7 7 7 -2 (28) —29 (32) 95 (41)
Fort church ii 58.77  265.90 0.04 1968.5 1984.5 17 17 17 —118 (28) 58 (27) —206 (38)
Fort churchill 58.77  265.90 0.04 1964.5 1967.5 4 4 4 —115 (31) 61 (31) —204 (41)
Fredericksburg 38.21  282.63 0.07 1960.5 1984.5 25 25 25 14 (25) —140 (28) 195 (36)
Fresno 37.09  240.28 0.00 1982.5 1984.5 3 3 3 —141 (35) 168 (39) —272 (47)
Fuquene 5.47  286.26 2.54 1960.5 1982.5 23 23 23 105 (29) —61 (31) 138 (44)
Furstnfeldbruck 48.17 11.28 0.57 1960.5 1984.5 25 25 25 —34 (20) 8 (21) 15 (28)
Glenlea 49.60  262.90 0.00 1982.5 1984.5 3 3 3 —258 (34) 121 (34) 353 (46)
Gnangara —31.78 115.95 0.06 1960.5 1984.5 25 25 25 -7 (39) —137 (38) 42 (53)
Godhavn 69.24  306.48 0.02 1960.5 1975.5 16 16 16 233 (24) —272 (23) 468 (35)
Godhavn i 69.25  306.47 0.02 1976.5 1984.5 9 9 9 271 (25) —328 (24) 760 (36)
Gornotayezh ii 43.68  132.17 0.30 1965.5 1984.5 20 20 20 —14 (25) —22 (24) —32 (35)
Gornotayezhnaya  43.68  132.17 0.30 1960.5 1964.5 5 5 5 —6 (29) —48 (29) -1 (39)
Grahamstown —33.31 26.50 0.00 1974.8 1980.1 8 8 8 —160 (32) —11 (33) 24 (42)
Great whale r 55.27  282.22 0.02 1965.5 1984.5 20 20 20 287 (25) 47 (27) —113 (39)
Grocka 44.63 20.77 0.23 1960.5 1984.5 25 25 25 -9 (21) —43 (23) —66 (31)
Grytviken —53.72  323.52 0.00 1975.5 1982.2 8 8 8 15 (33) —185 (36) —209 (49)
Guam 13.58  144.87 0.15 1960.5 1984.5 25 25 25 152 (26) 32 (31) 107 (39)
Guangzhou 23.09 113.34 0.01 1960.5 1979.5 20 20 20 197 (29) 540 (30) —358 (40)
Guangzhou ii 23.09 113.34 0.01  1980.5 1984.5 5 5 5 150 (32) 73 (33) 50 (42)
Hallett station —72.32 170.22 0.00 1960.8 1962.5 3 3 3 339 (71) 173 (101) —576 (135)
Halley bay —75.52  333.40 0.03 1960.5 1967.5 8 8 8 120 (34) 394 (34) —270 (47)
Halley bay ii —75.52  333.40 0.03 1971.5  1980.5 4 4 4 178 (36) 290 (35) —266 (48)
Hartebeesthoek ~ —25.88 27.71 1.52 1980.5 1984.5 5 5 5 7 (32) —62 (35) 39 (42)
Hartland 50.99 355.52 0.09 1960.5 1984.5 25 25 25 —50 (22) 20 (23) 29 (32)
Hatizyo ii 33.12  139.80 0.00 1981.5 1984.5 4 4 4 —22 (29) —818 (29) 394 (37)
Havana 22.97  277.86 0.00 1968.5 1979.5 8 8 8 -8 (33) 146 (33) —12 (45)
Havanaii 22.98  277.68 0.00 1980.5 1984.5 3 3 3 60 (41) 119 (40) —160 (51)
Heiss islan ii 80.62 58.05 0.02 1976.5 1984.5 9 9 9 88 (26) —653 (22) 1169 (33)
Heiss island 80.62 58.05 0.02 1960.5 1973.5 14 14 14 52 (25) —648 (21) 1215 (32)
Heliii 54.61 18.82 0.00 1960.5 1984.5 25 25 25 —4 (20) —189 (22) —127 (27)
Hermanus —34.42 19.23 0.03 1960.5 1984.5 25 25 25 7 (30) —28 (32) —55 (44)
Hollandia —2.57 140.51 0.23  1960.5 1962.3 3 3 3 —408  (125) —110  (103) —622  (146)
Hongkong vi 22.36 114.22 0.56  1974.5  1978.5 5 5 5 —34 (31) 431 (33) —317 (43)
Honolulu iv 21.32 202.00 0.00 1961.5 1984.5 24 24 24 —163 (25) 118 (28) —300 37)
Hornsund 77.00 15.55 0.01 1978.5  1984.5 7 7 7 —37 (24) —152 (23) —25 (33)
Huancayo —12.05 284.66 3.31 1960.5 1984.5 25 25 25 39 (34) -39 (33) —67 (49)
Hurbanovo 47.87 18.19 0.12 1960.5 1984.5 25 25 25 17 (20) 1 (21) 0 (27)
Hyderabad 17.41 78.56 0.50 1965.5 1984.5 19 19 19 271 (29) 58 (36) 431 (45)
Ibadan 7.43 3.90 0.30 1960.5 1964.5 5 5 5 —48 (34) —509 (36) 28 (45)
Ibadan ii 7.43 3.90 0.30 1965.5 1975.5 11 11 11 25 27) —435 (30) —23 (39)
Istanbl knd ii 41.06 29.06 0.13  1982.5  1984.5 3 3 3 184 (29) 121 (30) —96 (39)
Istanbl kndilli 41.06 29.06 0.13 1960.5 1981.5 21 21 21 175 (24) 92 (25) 13 (34)
Jaipur 26.92 75.80 0.00 1979.5 1984.5 6 6 6 177 (29) —421 (31) 95 (42)
Julianehaab ii 60.72  313.97 0.46  1960.6  1964.6 3 3 3 38 (34) —152 (34) 287 (40)
Kakioka iii 36.23  140.19 0.03 1960.5 1984.5 25 25 25 —35 (25) 30 27) —53 (33)
Kanoya 31.42  130.88 0.11  1960.5 1984.5 25 25 25 —92 (24) 118 (25) —33 (35)
Kanozan 35.25  139.96 0.34 1961.5 1984.5 24 24 24 —63 (24) 46 (25) —41 (33)
Keles 41.42 69.20 0.45 1960.5 1963.5 4 4 4 —239 (30) —42 (33) 10 (44)
Kiev 50.72 30.30 0.10 1960.5 1965.5 5 5 5 —39 (24) 172 (25) 303 (32)
Kiruna 67.83 20.42 0.39 1962.5 1966.5 5 5 5 774 (25) —1802 (25) —218 (31)
Kiruna iii 67.83 20.42 0.00 1970.5 1983.5 14 14 14 —786 (22) —1818 (22) —191 (29)
Klyuchi 55.03 82.90 0.00 1967.5 1977.5 11 11 11 187 (26) —87 (28) —257 (34)
Klyuchi ii 55.03 82.90 0.00 1978.5  1984.5 7 7 7 174 27) —35 (28) —182 (35)
Kodaikanal i 10.23 77.46 2.32  1960.5 1984.5 25 25 25 574 (28) 306 (35) —62 (43)
Koror ii 7.33  134.50 0.01 1964.7 1966.2 3 3 3 117 (33) —162 (36) 551 (45)
Krasnaya pakhra 55.48 37.31 0.20 1960.5 1984.5 25 25 25 198 (24) 89 (24) 307 (35)
Ksara 33.82 35.89 0.92 1960.5 1970.5 11 11 11 7 (22) 34 (26) —158 (33)
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Table 13: Observatory annual means listing (continued).

Station Lat. Lon. Height Time Span Number CMP3 Bias (Error)
(deg) (deg) (km) Begin End X Y zZ X (nT) Y (nT) Z (nT)

Kuyper iv —6.03 106.73 0.00 1960.5 1962.5 3 3 3 149  (137) 588  (160) —765  (196)
La pazii —16.54  291.90 0.43 19745 1976.5 3 3 3 18 (44) 178 47) 132 (59)
La quiaca iv —22.10 294.39 3.45 1961.5 19835 17 17 17 —19 (32) —64 (38) 106 (46)
Lanzhou 36.09 103.85 1.56 1960.5 1984.5 25 25 25 100 (24) —-37 (26) —85 (35)
Leirvogur 64.18  338.30 0.00 1960.5 1984.5 25 25 25 —318 (21) 604 (21) —491 (30)
Lerwick ii 60.13 358.82 0.09 1960.5 1984.5 25 25 25 —99 (23) 187 (24) 23 (33)
Lhasa 29.70 91.15 3.66 1960.5 19745 15 15 15 131 (33) —239 (36) —164 (49)
Logrono 42.46  357.49 0.44 1960.5 1976.5 17 17 17 —25 (21) 1 (23) 37 (30)
Loparskoye 68.25 33.08 0.20 1961.5 19845 24 24 24 91 (22) 303 (22) —439 (30)
Lovo 59.35 17.83 0.03 1960.5 1984.5 25 25 25 50 (21) —28 (22) 36 (29)
Luanda bela ii —8.92 13.17 0.05 1960.5 1980.3 21 21 21 258 (28) —29 27) 171 (40)
Luanda bela iii —8.92 13.17 0.05 1981.5 1984.5 4 4 4 316 (34) —125 (36) 331 (45)
Lunping 25.00 121.17 0.10 1965.7 19845 20 20 20 —62 (27) 258 27) 173 (38)
Lvov ii 49.90 23.75 0.40 1960.5 1984.5 25 25 25 91 (21) 82 (21) 92 (28)
Lwiro —2.25 28.80 1.68 1960.5 1970.5 10 10 10 290 (28) —29 (31) 278 (40)
M bour 14.39  343.04 0.00 1960.5 1984.5 25 25 25 60 (26) 30 (29) 106 (39)
Macquarie i i —54.50 158.95 0.00 1960.5 1984.5 25 25 25 268 (35) 15 (37) 254 (43)
Magadan 60.12  151.02 0.00 1960.5 1966.5 6 6 6 —1326 (25) 418 (27) 1197 (34)
Majuro 7.08 171.38 0.00 1964.8 1966.1 3 3 3 —403 (39) 88 (43) 26 (58)
Manhay ii 50.30 5.68 0.44 1960.5 1973.5 13 13 13 8 (23) 9 (25) 234 (31)
Maputo —25.92 32.58 0.05 1960.5 1963.5 4 4 4 337 (69) 202 (55) —226 (78)
Maputo ii —25.92 32.58 0.05 1964.5 1984.5 21 21 21 322 (28) 103 (30) —122 (40)
Marion island —46.87 37.85 0.00 1973.7 1980.5 8 8 8 —861 (28) 661 (30) —1403 (41)
Martin vivies —37.83 77.57 0.00 1981.6 1984.5 4 4 4 —534 (41) —692 (38) —2024 (54)
Mauritius v —20.09 57.55 0.05 1963.5 1965.5 3 3 3 579 (40) —340 (40) —493 (50)
Mawson —67.60 62.88 0.00 1960.5 19845 25 25 25 20 (33) -3 (33) 100 (46)
Meanook iii 54.62  246.67 0.68 1960.5 19845 25 25 25 118 (24) 27 (26) —101 (35)
Memambetsu ii 43.91 144.19 0.04 1960.5 1984.5 24 24 24 —197 (24) 137 (23) —20 (33)
Mirnyy i —66.55 93.02 0.02  1960.5 1966.5 7 7 7 —117 (38) 10 (41) —268 (54)
Mirnyy iii —66.55 93.02 0.02 1967.5 1984.5 17 17 17 —124 (35) —28 (40) —327 (52)
Misallat 29.52 30.89 0.12 1960.6 1970.5 11 11 11 —75 (25) 4 (27) 134 (35)
Misallat ii 29.52 30.89 0.00 1971.5 1978.5 8 8 8 —78 27) 55 (29) 270 (37)
Misallat iii 29.52 30.89 0.12 1979.5 1984.5 5 5 5 146 (28) —389 (29) 242 (37)
Mizusawa 39.01 141.08 0.12 1969.5 1984.5 15 15 15 —182 (26) 84 (29) —186 (36)
Moca 3.34 8.66 1.35 1960.5 1971.5 12 12 12 —155 (23) —10 (30) 109 (35)
Molodezhnaya —67.67 45.85 0.00 1965.5 1984.5 17 17 17 —34 (30) —65 (31) —146 (43)
Monte capellino 44.55 8.95 0.70 1960.5 1962.5 3 3 3 —45 27) —69 (29) —595 (34)
Mould bay 76.20  240.60 0.15 1962.7 1984.5 23 23 23 —35 (23) 72 (22) 7 (32)
Muntinlupa 14.37  121.01 0.06 1960.5 1984.5 24 24 24 —157 (29) 517 (34) 301 (45)
Murmansk ii 68.95 33.05 0.21 1982.5 1984.5 3 3 3 376 (28) 319 (28) —647 (35)
Nagycenk 47.63 16.72 0.16 1961.5 1980.5 20 20 20 0 (20) —6 (21) —21 (27)
Nagycenk ii 47.63 16.72 0.16 1981.5 1984.5 3 3 3 11 (27) -5 (27) —47 (32)
Nairobi —1.33 36.81 1.67 1964.5 1980.5 16 16 16 59 27) —149 (29) —228 (40)
Nampula —15.09 39.25 0.38  1982.7 1984.5 3 3 3 —374 (40) —1738 (44) 162 (51)
Narssarssuaq 61.10 314.80 0.00 1968.9 1984.5 21 21 21 —409 (22) 284 (24) 531 (30)
New alesund 78.92 11.93 0.00 1966.5 19845 19 19 19 61 (22) -5 (21) —26 (30)
Newport 48.26  242.88 0.78 1966.6 1984.5 22 22 22 —67 (24) 89 (25) —50 (35)
Niemegk ii 52.07 12.67 0.08 1960.5 1984.5 25 25 25 —47 (20) 4 (22) 0 (30)
Novo kazalinsk 45.80 62.10 0.00 1974.5 1984.5 11 11 11 —58 27) —157 (28) 34 (35)
Novolazarev ii —70.77 11.83 0.46 1969.5 1982.5 14 14 14 —192 (31) 72 (31) 59 (45)
Novolazarevskay —70.77 11.83 0.46 1961.5 1968.5 7 7 7 —192 (33) 67 (33) 227 (46)
Nurmijarvi 60.51 24.66 0.11 1960.5 19845 25 25 25 308 (20) —36 (22) 148 (30)
Ottawa 45.40  284.45 0.76  1968.7 1984.5 17 17 17 123 (26) —161 27) 181 (37)
Pamatai ii —17.57  210.43 0.09 1968.2 1972.5 5 5 5 —657 (32) —1068 (33) 317 (45)
Pamatai iii —17.57 210.43 0.09 1973.5 1984.5 12 12 12 —689 (31) —672 (32) —112 (44)
Panagyurishte 42.51 24.18 0.56 1960.5 1984.5 25 25 25 —224 (22) —192 (23) —202 (31)
Paramaribo 5.81  304.78 0.00 1960.5 1974.5 15 15 15 —54 (28) 91 (31) —21 (41)
Paratunka 52.90 158.43 0.11 1969.5 1983.5 15 15 15 —404 (22) 188 (24) 181 (33)
Patrony ii 52.17  104.45 0.54 1960.5 1984.5 25 25 25 31 (25) 154 (26) —77 (33)
Pilar ii —31.67 296.12 0.34 1960.7 19845 25 25 25 —17 (34) —73 (35) 13 (48)
Plateau —79.25 40.50 3.62 1966.5 1968.5 3 3 3 -7 (36) —28 (34) —54 (50)
Pleshenitzi 54.50 27.88 0.20 1961.5 1984.5 24 24 24 236 (21) 147 (23) —156 (29)
Podkam tung i 61.60 90.00 0.00 1980.5 1984.5 5 5 5 1 (26) —32 27) —194 (36)
Podkam tunguska ~ 61.60 90.00 0.00 1969.5 1975.5 7 7 7 64 (25) 24 (26) —309 (36)
Port moresby —9.41  147.15 0.08 1960.5 1984.5 25 25 25 —16 (32) 60 (36) 404 (48)
Port-alfred —46.43 51.87 0.00 1974.5 1980.5 7 7 7 —610 (33) 1230 (33) 130 (48)
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Table 14: Observatory annual means listing (continued).

Station Lat. Lon. Height Time Span Number CMP3 Bias (Error)
(deg) (deg) (km) Begin End X Y 4 X (nT) Y (nT) Z (nT)

Port-alfred ii —46.43 51.87 0.00 1981.5 1984.5 4 4 4 —727  (34) 1095  (35) 97 (49)
Port-aux-franca —49.35 70.20 0.05 1960.5 1984.5 25 25 25 185 (35) 225 (36) 569 (51)
Pruhonice 49.99 14.55 0.33 1960.5 19725 13 13 13 —13  (21) 50  (22) -39 (30)
Quetta 30.19 66.95 1.75 1960.5 1984.5 19 19 19 —27  (25) 13 (30) 4 (39)
Regensberg 47.48 8.44 0.60 1960.5 1969.5 10 10 10 32 (22) 41 (23) —27 (28)
Resolute bay 74.70  265.10 0.03 1960.5 1984.5 25 25 25 -5 (22) 84  (22) 83 (32)
Roburent 44.30 7.89 0.81 1964.8 1968.5 5 5 5 55  (23) —38  (26) 99 (31)
Roburent ii 44.30 7.89 0.81  1969.5 1973.5 5 5 5 62  (23) 48  (26) 56 (31)
Roi baudoui i —70.43 24.30 0.14 1964.7 1966.5 3 3 3 —64  (33) —103  (34) 43 (45)
Rude skov 55.84 12.46 0.05 1960.5 1984.5 24 24 24 20 (21) —15  (23) —95 (30)
Sabhawala 30.36 77.80 0.50 1964.5 1973.5 10 10 10 —25  (29) 3 (29) 34 (40)
Sabhawala ii 30.36 77.80 0.50 1974.5 1984.5 11 11 11 —50  (29) —38  (30) 38 (41)
San fernando 36.46  353.80 0.03 1960.5 1977.5 17 17 17 45  (23) 2 (26) —71 (35)
San jose laii 23.02  277.35 0.00 1971.5 1973.5 3 3 3 -2 (35) 23 (35) —10 (46)
San juan 18.38  293.88 0.10 1960.5 1964.5 5 5 5 83  (36) 47 (41) 220 (51)
San juan ii 18.11  293.85 0.40 1965.5 1984.5 20 20 20 —84  (24) 222 (28) 256 37)
San miguel iii 37.77  334.35 0.17 1960.5 19745 15 15 15 707 (22) 417 (25) 1731 (32)
San miguel iv 37.77  334.35 0.17  1975.5  1977.5 3 3 3 633  (34) 547  (37) 1661 (46)
San pablo 39.60 355.65 0.92 1981.5 1984.5 4 4 4 —30 (26) 17 (30) —67 (35)
Sanae —70.30 357.63 0.05 1962.7 1970.5 9 9 9 45  (31) 3 (32) —4 (43)
Sanae ii —70.32  357.63 0.05 1971.7 1978.5 8 8 8 12 (33) -6 (33) —33 (44)
Sanae iii —70.31  357.59 0.05 1980.5 1984.5 5 5 5 28  (33) 6 (34) 7 (44)
Scott base ii —77.85 166.78 0.01 1964.5 1984.5 21 21 21  —2252 (33) —823  (33) —3848 47)
Sheshan 31.10 121.19 0.10 1960.5 1984.5 25 25 25 —239 (23) 226 27) 270 (36)
Shillong 25.57 91.88 0.00 1976.5 1984.5 9 9 9 —75  (35) —159  (37) —478 (46)
Simosato 33.58 135.94 0.06 1960.5 1977.5 18 18 18 —135 (26) 20 (25) —24 (36)
Sitka iii 57.06  224.68 0.02 1960.5 1984.5 25 25 25 —29  (24) 20 (24) —20 (33)
Sodankyla ii 67.37 26.63 0.18 1960.5 1984.5 25 25 25 —144  (21) —12  (21) —648 (29)
South georgii  —54.28  323.52 0.00 1975.5 1982.5 8 8 8 —85  (33) —313  (36) 114 (49)
South pole —89.99  346.68 2.80 1960.5 1971.5 12 12 12 —1340 (70) —3332 (72) 23 (148)
Srednikan v 62.44 152.31 0.61 1961.5 1966.5 5 5 5 112 (25) 24 (27) 170 (33)
Stjohns 47.59  307.32 0.00 1968.8 1984.5 17 17 17 120  (28) 51 (27) 9 (38)
Stekoliniy 60.12  151.02 0.00 1966.5 1979.5 14 14 14 —-270 (22) —679  (23) 16 (30)
Stekoliniy ii 60.12  151.02 0.00 1980.5 1984.5 5 5 5 —264  (25) —707  (26) 30 (32)
Stepanovkaiii 46.78 30.88 0.14 1960.5 1984.5 25 25 25 —117  (20) —686  (22) 87 (30)
Stonyhurst iii 53.85  357.53 0.12 1961.5 1967.5 7 7 7 28  (24) 70 (26) 19 (31)
Surlari ii 44.68 26.25 0.08 1961.5 1984.5 23 23 23 15 (23) —26  (24) —57 (32)
Swider 52.12 21.25 0.10 1960.5 1969.5 10 10 10 —348 (21) —172 (23) 222 (29)
Syowa base —69.01 39.59 0.00 1960.6 1962.5 3 3 3 —27  (53) 7 (48) 26 (61)
Syowa baseii  —69.01 39.59 0.00 1966.5 1984.5 18 18 18 31 (32) —23  (29) 46 (48)
Tahiti ii —17.56  210.39 0.09 1966.5 1972.5 6 6 6 —658 (32) —1068  (33) 306 (45)
Tamanrasset ii 22.79 5.53 1.38  1960.5 1964.5 5 5 5 156  (30) —200  (36) —123 (44)
Tamanrasset iii 22.79 5.53 1.38  1965.5 1979.5 15 15 15 108  (23) —184  (26) —93 (34)
Tamanrasset iv 22.79 5.53 1.38  1980.5 1984.5 5 5 5 142 (28) —177  (31) —65 (38)
Tananarive iii —18.92 47.55 1.38 1960.5 1976.5 17 17 17 400  (28) 17 (29) —368 (42)
Tangerang —6.17  106.63 0.01 1964.5 1971.5 7 7 7 —506  (29) 144 (32) —683 (39)
Tangerang i —6.17  106.63 0.01 1972.5 1978.5 7 7 7 —-223  (37) 77T (41) —103 (47)
Tangerang iii —6.17  106.63 0.01 1979.5 1984.5 6 6 6 —104  (32) 57  (35) 137 (42)
Tatuoca i —1.20  311.49 0.01 1960.5 1976.5 17 17 17 —13  (31) —34  (34) 210 (44)
Tatuoca iii —1.20  311.49 0.01 1979.5 1984.5 6 6 6 49  (35) —231  (38) 149 (47)
Tehran 35.74 51.38 1.37  1960.5 1971.5 11 11 11 —58  (24) 65  (25) —204 (34)
Teoloyucan vi 19.75  260.82 2.28 1960.5 1980.5 19 19 19 —71  (28) 36 (31) —-37 (41)
Thule iii 77.48  290.83 0.06 1960.5 1982.0 24 24 24 —40  (22) 33 (21) —74 (29)
Thule iv 77.48  290.83 0.06 1982.5 1984.5 3 3 3 —199  (29) -3 (28) —76 (34)
Tihany 46.90 17.89 0.19 1960.5 1977.5 18 18 18 10 (20) -3 (22) —10 (29)
Tihany ii 46.90 17.89 0.19 1978.5 1984.5 5 5 5 -5 (23) 19  (26) —12 (31)
Tiksi iv 71.58  129.00 0.04 1960.5 1962.5 3 3 3 —45  (33) —156  (36) —120 (48)
Tiksi v 71.58  129.00 0.04 1963.5 1967.5 5 5 5 —63  (25) —135  (26) —76 (33)
Tiksi vi 71.58 129.00 0.04 1969.5 1981.5 13 13 13 —76 (22) —155 (23) —50 (31)
Toledo iii 39.88  355.95 0.50 1961.5 1981.5 21 21 21 -9 (22) -3 (25) —12 (32)
Tomsk 56.47 84.93 0.20 1960.5 1969.5 10 10 10 35  (28) 87  (26) —355 37)
Toolangi iii —37.53  145.47 0.46 1960.5 1979.2 20 20 20 —52  (31) 6 (32) 66 (44)
Trelew —43.25  294.68 0.03 1960.5 1970.5 11 11 11 147  (33) 86  (39) —47 (49)
Trelew ii —43.25  294.68 0.03 1972.5 1984.5 13 13 13 38  (33) 246  (40) —54 (50)
Trivandrum 8.48 76.95 0.30 1960.5 1984.5 24 24 24 190 (27) 223 (36) 141 (40)
Tromso 69.66 18.95 0.11  1960.5 1984.5 25 25 25 156  (21) —429  (21) 165 (28)
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Table 15: Observatory annual means listing (continued).

Station Lat. Lon. Height Time Span Number CMP3 Bias (Error)
(deg) (deg) (km) Begin End X Y Z X (nT) Y (nT) Z (nT)

Tsumeb —19.22 17.70 0.08 1964.8 1984.5 21 21 21 12 (31) —56  (33) 9  (42)
Tucson 32.25 249.17 0.77 1960.5 1984.5 25 25 25 —119 (23) —106 (30) 84 (33)
Tulsa 35.91  264.21 0.33  1968.9  1984.2 3 3 3 —97  (36) 20  (37) 32 (48)
Tuntungan 3.51 98.56 0.00 1982.5 1984.5 3 3 3 —44  (43) —30 (43) —457 (59)
Ujjain 23.18 75.78 0.00 1979.5 1984.5 6 6 6 —289 (29) 180 (31) 345 (43)
Ulan bator 47.85 107.05 0.00 1966.5 1977.5 12 12 12 —22 (27) 25 (25) 25 (37)
Urumaqi 43.82 87.70 0.97 1980.5 1984.5 5 5 5 -2 (31) —55 (32) —111  (41)
Valentia iii 51.93  349.75 0.01 1960.5 1984.5 25 25 25 117 (22) —60  (23) 27 (30)
Vannovskaya 37.95 58.11 0.57 1960.5 1962.5 3 3 3 170 (32) 125 (31) 39 (41)
Vannovskaya ii 37.95 58.11 0.57 1963.5 1984.5 21 21 21 165 (24) 105 (23) 58 (33)
Vassouras —22.40 316.35 0.46 1960.5 1984.5 25 25 25 78 (33) —23 (34) 158 (50)
Victoria 48.52 236.58 0.20 1960.5 1984.5 25 25 25 —15 (27) —33 (26) —378 (39)
Vostok —78.45 106.87 3.50 1960.5 1984.5 22 22 22 —21 (38) 23 (33) 162 (51)
Voyeykovo 59.95 30.70 0.07 1960.5 1984.5 25 25 25 6 (21) —55 (22) —151 (32)
Vysokay dub iii 56.73 61.07 0.29 1960.5 1966.5 7 7 7 —301 (26) —113 (26) —495 (35)
Vysokay dub iv 56.73 61.07 0.29 1967.5 1976.5 10 10 10 —289 (24) —111 (25) —472 (33)
Vysokay dub v 56.73 61.07 0.29 1979.5  1980.5 2 2 2 305  (32) —288 (32) —146 (38)
Whiteshell 49.75  264.75 0.00 1977.5 1980.4 4 4 4 172 (30) —251 (34) —220 (41)
Wien kobenzl 48.26 16.32 0.40 1960.5 1984.5 25 25 25 28  (20) 9 (20) 48  (27)
Wilkes —66.25 110.58 0.01 1960.5 1966.5 7 7 7 664 (46) —405 (45) 124 (62)
Wingst 53.74 9.07 0.05 1960.5 1984.5 25 25 25 —15 (23) 50 (22) —18 (30)
Witteveen 52.81 6.67 0.02 1960.5 1984.5 25 25 25 —18  (22) 35 (22) -32  (32)
Wuhan 30.53 114.56 0.04 1960.5 1984.5 25 25 25 154 (26) 223 (28) —198 (38)
Yakutsk ii 62.02 129.72 0.10 1960.5 1964.5 5 5 5 21 (27) —1136 (29) 81 (37)
Yakutsk iii 62.02 129.72 0.10 1965.5 1984.5 20 20 20 46 (20) —1153 (22) 110 (29)
Yangi-bazar i 41.33 69.62 0.81 1964.5 1984.5 19 19 19 —311 (24) 38  (25) —105 (35)
Yellow-knife 62.40  245.50 0.18 1975.5 1984.5 10 10 10 374 (25) —231  (25) 158 (36)
Yuzhno sakh ii 46.95  142.72 0.07 1960.5 1969.5 10 10 10 —10 (25) —77  (27) —163 (33)
Yuzhno sakh iii 46.95  142.72 0.07 1970.5 1977.5 8 8 8 —143  (26) 12 (27 116 (34)
Yuzhno sakh iv 46.95  142.72 0.07 1978.5 1984.5 7 7 7 —130 (26) 2 (28) 110 (34)
Zaymishche ii 55.83 48.85 0.08 1960.5 1972.5 13 13 13 —244 (22) —267 (25) —321  (30)
Zaymishche iii 55.83 48.85 0.08 1978.5 1984.5 7 7 7 —87  (24) —77  (26) 46 (31)
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